


Proceedings of the
Junior Scientist Conference 2006





Proceedings of the
Junior Scientist Conference 2006

Vienna University of Technology
Vienna, Austria
April 2006

Edited by
Wilfried Elmenreich and Hans Kaiser



The views and opinions expressed in all the papers of this book are the author’s personal
ones.

The copyright of the individual papers belongs to the authors. Copies cannot be repro-
duced for commercial profit.

Cover page design: Bettina Neunteufl

c©2006, Copyright protected.

ISBN 3-902463-05-8

Printed in Austria.



Table of Contents

Welcome Message from Peter Skalicky xv

Welcome Message from Hans K. Kaiser xvii

Conference Organizers xix

1 Information and Communication Technology 1

Kalman Filter in Geodesy
Sonja Bogatin, Dušan Kogoj and Karl Foppe . . . . . . . . . . . . . . . 3

Effective transmission over AWGN channel using Turbo codes
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Welcome Message from Peter Skalicky

By surfing in Wikipedia one finds the following defi-
nition: “The scientific community consists of the total
body of scientists, its relationships and interactions.”
And further: “Communication between the members
is established by disseminating research work and
hypotheses through articles in peer reviewed jour-
nals, or by attending conferences where new research
is presented and ideas are exchanged and discussed.”
So in fact - aside from publications - conferences are
the core opportunity four young scientists to become
part of their community, present their research, make
contacts and make themselves a name.

The Junior Scientists Conference at the Vienna University of Tech-
nology (TU Wien) is specially designed to make it easier for young re-
searchers to enter this arena. So it is my pleasure to wish all of you good
luck and a good start for the presentation of your posters and for getting
into contact with each other.

The Junior Scientists Conference is also a good example for the collab-
oration within the heart of Europe. Aside from our friends from New York
where the first conference took place, there are - among others - partici-
pants from the Czech Republic, Slovakia, Hungary, Croatia and Slovenia.
We have great expectations for these new and prospective members of the
European Community. The Central European Region - in short: Centrope
- is a political commitment to overcome former borders. One promising
way to reach this goal is the intensive collaboration between scientists.

Peter Skalicky
Rector at Vienna University of Technology
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Welcome Message from Hans K. Kaiser

The idea for such a Junior Scientist Conference orig-
inated in the discussions between a delegation from
the City College of New York and members of the
TU Wien during the visit of our American colleagues
to Vienna, headed by president Gregory Williams, in
2004. The aim of such a conference is to give young
researchers a first possibility to present the results of
their scientific work to a wider audience. In the cen-
tre of such a conference is the presentation of posters
by young scientists. The first conference in this series
took place in New York in March 2005. TU Wien is
happy to organize now this second event in a - hope-
fully - long series of similar conferences to come. There was a call for
scientific contributions in all fields of Science and Technology both on
Master- and Phd-level. Preference was given to posters from the area of
Environmental Sciences, Information and Communication Technology and
Material Sciences. We are very pleased that the announcement of our con-
ference was well received both by universities in our neighbouring coun-
tries and our friends from the City College of New York. So we are proudly
welcoming more than 170 young researchers from nine different countries.
At the heart of the conference in Vienna will be the poster session. Around
this main event there will be three mini-conferences in the area of Environ-
mental Sciences, Material Sciences and Information and Communication
Technology. Within the conference we are organizing a best poster award:
one for posters on the Master-level and one on Phd-level.

We wish all participants an exciting time in Vienna and a successful
conference at the Vienna University of Technology.

Hans K. Kaiser
Vice Rector for Academic Affairs at Vienna University of Technology
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Abstract — The main objective of the contribution 
is to introduce the efficiency of the linear Kalman 
filter as an alternative method for estimation of 
kinematical process observed with electronic tachy-
meter. The efficiency of the linear Kalman filter is 
controlled using a known reference trajectory.     

I. INTRODUCTION 
Nowadays ‘geodetic deformation analysis’ means 
geodetic analysis of dynamic and kinematic proc-
esses, which means incorporating the influencing 
factors and time dependence. Models describing the 
deformation as a function of time, i.e. velocity, ac-
celeration etc., are called kinematical models. From 
the instruments point of view modern geodetic terres-
trial instruments allow capturing kinematical process 
with high frequency of measurements. 

With proper kinematical deformation model the 
system state and its accuracy are definable in real 
time, with time delays taken into account. Because 
no redundant observations are available for the time 
point, the classical geodetic adjustment can not be 
used. Instead, the filter methods have to be applied. 
Kalman filter represents a method of advanced geo-
detic analysis of dynamic and kinematic processes.   

II. KALMAN FILTER MODEL  
The Kalman filter is a set of mathematical equations 
that provides a computational (recursive) solution of 
the least-squares method. It gives the answer to the 
most frequent engineering question: how can we get 
the best estimate of the system state from the noisy 
measurements. We assume that the discrete random 
kinematical process to be estimated can be modeled 
with two main Kalman filter equations:  

     kkk wxAx +⋅=+1  … process equation           (1) 
       kkk vxHz +⋅=  … measurement equation.   (2) 
With the assumption of a-priori system state estimate 
at some point of time, we now seek to use the current 
measurement to improve the a-prior estimate. The 

main object of deriving the Kalman filter is to get 
equations for computing a-posteriori estimate  

k
x̂  as a 

linear combination of a-priori estimate −

k
x̂  and a 

weighted difference between true 
k

z  and predicted 
measurements −⋅

k
xH ˆ : 

           )ˆ(ˆˆ −− ⋅−⋅+= kkkk xHzKxx .                (3)  
The weighted difference between true and predicted 
measurements performs improvement of the estima-
tion or measurement correction. The Kalman filter 
iteratively corrects the Kalman gain K  (weight) so 
that the estimation of the state vector tends towards 
an optimal solution. 

III. DISCRETE LINEAR KALMAN FILTER AL-
GORITHM FOR THREE-DIMENSIONAL 
TRACKING PROBLEM 

When working with practical problems involving 
discrete data, particularly evaluating them in real 
time, it is important that the used method is computa-
tionally feasible as well as mathematically correct. 
The evaluation of the three-dimensional discrete 
linear Kalman filter model for different input infor-
mation and kinematical properties was made on the 
straight test trajectory at the geodetic laboratory of 
the Technical University Munich. The observations - 
horizontal angles, slope distances and zenith dis-
tances - were carried out with a terrestrial surveying 
instrument – the TCRA1101plus electronic tachy-
meter from Leica Geosystems in fast tracking mode. 
On the trolley, the 360°-reflector was used. The ob-
ject is to estimate horizontal position of the moving 
trolley with Kalman filter. The Kalman filter equa-
tions were performed according to the problem after 
[2].  

The first criterion for filter efficiency is the con-
vergence of covariance matrix kP  trace and accord-
ingly the convergence of standard deviations of sys-
tem states components. But this criterion can be used 
just as inner confidence, because the divergence can 
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occur when the error covariance matrix becomes 
unjustifiably small compared with the actual error in 
the estimate [3]. To estimate the actual quality of 
filtering, another method which will give the com-
parison with true state has to be defined. The perpen-
dicular distance of filtered values 

ifiltfilt
yx ),(  from the 

reference trajectory 
irefref

yx ),(  is used as a performance 
figure merit, which is defined as 

     22 )()(
iiiii filtreffiltreff yyxxf −+−=         (4) 

and compared with distance of measured position 
imm

yx ),(  from the reference trajectory: 

        22 )()(
iiiii mrefmrefm yyxxf −+−=          (5)  

for each time step it . 

IV. NUMERICAL RESULTS AND CONCLU-
SIONS 

As a predefined desired position accuracy the value 
of cm1  was taken. The question was: is the used 
model sophisticated enough and which a-priori in-
formation has to be used to reach predetermined 
accuracy after filtering.  From the numerical results it 
was concluded that the main problem to perform 
Kalman filter is defining process noise. In the figure 
1 the filtering for best process noise covariance ma-
trix is given.  
 

 

Figure 1: Perpendicular distance from reference 
trajectory 

For this value of process noise the convergence of 
process noise covariance matrix trace is reached. 
Accordingly also standard deviations of position 
components converge. The standard deviations for 
horizontal position are mm2=xσ  and mm5=yσ .  

In this work the Kalman filter was implemented 
for kinematical measurements with electronic tachy-
meter for the first time. The conclusions are: 

- The position accuracy of tachymeters from 
TPS1100 Leica Geosystems series for kin-
ematical measurements is up to few centime-
tres and depends on the velocity of moving 
object. 

- The model is appropriate for evaluating kin-
ematical observations only when sufficient a-
priori information is known. 

 
In future work linearized and adaptive Kalman fil-

ter will be developed and researched. The capabilities 
of tachymeters from new TPS1200 series for kinema-
tical processes should be analysed. Because the con-
vergence of covariance matrix is not sufficient merit 
of filter efficiency other statistical merits should be 
incorporated to get convenient estimation of filtering 
when the reference trajectory is not known.   
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Abstract — In this paper, powerful Forward error 
correction technique, called Turbo codes, is de-
scribed. Experimental results with five different 
Eb/N0 values, made in Matlab and the System View 
environment, will show, how useful this method is, 
when transmitted signal is corrupted by AWGN 
noise. 

I. INTRODUCTION 
Transmitted signals are in real communication 

channels corrupted by noise. To reduce this problem, 
many correction techniques were invented. In 1993 
Berrou and Glaviueux proposed the form of parallel 
concatenated codes, called Turbo codes, which allow 
reliable transmission of information at rates near the 
Shannon limit. Nowadays, they are used in many 
applications, as digital video broadcasting, or space 
telemetry. 

II. AWGN CHANNEL 
The most common noise in real channels is Addi-

tive White Gaussian Noise (AWGN). 
 
 

+
s(t) s(t)+n(t)

n(t)

 

Figure 1: Corruption of the signal 

As the Figure 1 depicted, to the transmitted signal 
s(t), the AWGN noise is added. This noise has Gaus-
sian (Normal) distribution with a variate x, mean µ  
and variance σ  and is described by Equation (1) 
[1][2][5]. 

 
( )










 −
−= 2

2

2
exp

2
1)(

σ
µ

πσ
xxP      (1) 

III. TURBO ENCODING 
In the classical Turbo codes theory, for encoding 

information bit sequence, two Recursive Systematic 
Convolutional (RSC) encoders are used. They are 
usually identical. Each RSC encoder produces parity 
bits. The interleaver, which is used before for the 
second encoder, as shows Figure 2., ensures the 
permutation of the sequence of input bits. It is also 
possible to use puncturing and so not all parity bits 
are sent to the channel. Encoding is frame oriented 
[3]. 

 
 

1st Encoder

2nd EncoderInterleaver

Input Bits Systematic Bits

Parity Bits

 

Figure 2: Turbo encoder 

IV. PRINCIPLE OF ITERATIVE DECODING 
Because of the Turbo codes encoder consists of 

two RSC encoders, the decoder composes of two soft 
input/output decision decoders, as shows Figure 3.  
Each decoder has three inputs: systematic bits x, one 
half of parity bits y and a priori informationλ . The 
aim of both decoders is to produce a posteriori prob-
abilities for all input samples. Of them, extrinsic 
information are computed and used as a priori prob-
ability (APP) in the next iteration (in the first itera-
tion is not for the first decoder available). These 
probabilities are used to reduce bit error rate (BER) 
ratio and so improve results in the next iteration. 
There are two well-known methods to obtain these 
APP’s, Viterbi algorithm and Maximum A Posteriori 
(MAP) algorithm. Experiments showed that the sec-
ond one has better performance. To reduce its com-
plexity, log-MAP modification was created to com-
pute log-likelihood ratio, which is defined as:  
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where r(t) describes corrupted signal s(t) and bk de-
notes the input bit [4]. 
Deinterleaver insures a reverses process to inter-
leaver. 
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Figure 3: Iterative Turbo Decoder 

Very important is a number of iterations. The itera-
tive process continues in this manner until further 
iterations yield little or no significant improvement. 
After the last iteration, hard decision on the informa-
tion bits is made. Generally written: 
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bb
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V. EXPERIMENTAL RESULTS 
In this section, our simulation results from Matlab 

and System View environment are presented.  For 
encoding block of the 10.000 bits, we used identical 
RSC encoders and pseudo-random interleaver. En-
coded samples, transmitted with five different Eb/N0 
values, were damaged by Gaussian noise.  On the 
Figure 4., simulation results after 6 iterations of 
Turbo decoding are depicted. 

VI. CONCLUSION 
There is currently a significant interest in Turbo 

codes. They became a part of many standards (for 
example CDMA2000). They are very interesting for 
multiuser communication systems, like CDMA, 
where are used for interference cancellation and 
show very good performance. My future research 
will be focused on adaptive multiuser detection algo-
rithms for CDMA systems, especially on “blind” 
algorithms, which don’t need a training sequence to 
estimate some important parameters of the environ-
ment. To improve performances of these systems, 

Turbo codes for a forward error correction will be 
exploited.  
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Figure 4: Experimental results 
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Abstract — This contribution is focused on an indi-
rect estimation of carrier frequency offset which is 
used in carrier recovery process. The carrier fre-
quency offset is estimated from the received signal 
to be eliminated. Then an accurate carrier wave-
form is synthesized. It is used for correct demodula-
tion. The steepest descent optimization method is 
chosen for the estimation process. It is implemented 
in Matlab as a dual phase locked loop system and 
examined. The time dependencies of phase offset 
estimates and recovered message signal are the 
results of simulation. 

I. INTRODUCTION 

The three main channel parameters required by the 
most receivers for the correct signal demodulation 
are the carrier frequency, the carrier phase (which is 
not need for non-coherent demodulation), and the 
symbol timing of the received signal. The carrier 
frequency of the received signal may differ from the 
carrier frequency of transmitter. The main goal is to 
estimate the exact carrier frequency from the re-
ceived signal and to synthesize new carrier frequency 
waveform which can be used for demodulation. 
Optimization methods based on the steepest descent 
approach can be successfully utilized. 

II.  SYSTEM MODEL 

Dual PLL (Phase Locked Loop) system [2] presented 
at the Figure 1 is used for this research and for the 
Matlab implementation. This system provides the 
carrier phase estimation which can be used for the 
carrier frequency offset elimination thanks to a very 
close connection between the signal’s frequency and 
its phase. The system is based on an optimization of 
a particular cost function which can be derived from 
a signal’s representation in an input of a receiver [2]: 

 ( ) ( ) ( ){ }θπθ 24cosLPF
2

1 += scs kTfkTrF  (1) 

where LPF symbolizes low pass filtering, r(kTs) 
symbolizes the received signal, Ts is a sampling pe-

riod, fc and θ are the carrier frequency and phase, 
respectively. 

 

Figure 1: Dual PLL system used in model 

The gradient method called ‘Steepest Descent’ is 
suitable and can be applied to solve this carrier offset 
estimation problem. The F(θ) cost function needs to 
be maximized while the derivation with respect to θ 
is applied. The derivation leads to the adaptive ele-
ments which are described by following formulas: 

[ ] [ ]
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 (2) 

where θ1 and θ2 are the estimated phase elements and 
α1 and α2 are the iterative stepsizes. 

III.  IMPLEMENTATION AND SIMULATION  

The equations (2) above are suitable for Matlab im-
plementation and they create a core of a system 
simulating receiver performance. The simulation 
model processes an N-level square binary message 
signal which is modulated using ASK modulation 
and particular carrier frequency. The receiver section 
pre-processes the received signal by squaring and 
filtering with a bandpass filter with a centre fre-
quency of 2fc. The carrier frequency of the local 
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oscillator is set to be different from the carrier fre-
quency of the received signal to simulate a frequency 
offset. Figure 2 shows the estimated phase offsets θ1 
and θ2 which results in a frequency offset elimina-
tion. These estimated phase offsets are used in fol-
lowing operation for synthesis of a carrier frequency 
used in demodulation process. 

 

 

Figure 2: Phase offset θ1 (top) of the top loop and 
θ2 (bottom) of the bottom loop 

Figure 3 shows a comparison of the original mes-
sage signal and the recovered message signal when 
the synthesized carrier is applied. A slight time shift 
is observable. The ratio between the carrier fre-
quency of the received signal and the local oscillator 
was set to 1.001. The ‘unknown’ received signal 
phase was set to -0.25π and the iterative stepsizes α1 
and α2 to 5.10-6 and 5.10-9, respectively. The initial 
phase offsets θ1(0) and θ2(0) were set to 0. 

 

Figure 3: Original (top), recovered (bottom) signal 

IV.  CONCLUSIONS 

The examined PLL system is very reliable and pro-
vides accurate synthesis of both the carrier frequency 
and phase. The main disadvantage is its sensitivity to 
initial setting and the setting of stepsizes α1 and α2. 
High stepsize values lead to inaccurate phase estima-
tion and incorrect demodulation. Reversely, ex-
tremely small values are ineffective and slow down 
the estimation process. It was find out that for the 
rough phase estimation the top PLL is sufficient. The 
following work is focused on examining the system 
performance when affected by noise. The compari-
son with a different optimization method will be 
done. The Newton’s method was chosen. 
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Abstract — ”Integrated” systems are characterized by the
integration of multiple application subsystems within a single
distributed computer system. A central issue in the DECOS in-
tegrated architecture is the provision of standardized, validated
and certified architectural services that facilitate the develop-
ment of distributed real-time applications. We propose a lay-
ered model that supports the provision of a scalable and con-
figurable set of architectural services for mixed-criticality sub-
systems. In order to show the feasibility of our approach, a
prototype implementation of a DECOS cluster was developed.

I. BACKGROUND

Distributed real-time systems are increasingly being
used for control safety-critical functions in automotive,
aerospace and space applications for civil or military pur-
poses. Examples are steer by-wire, fly-by-wire, missile
guidance systems and many other control systems.

At present, the design of large and complex safety-
critical systems often follows a ”federated” design phi-
losophy, where each application subsystem has its own
dedicated distributed computer system. Federated sys-
tems have been preferred for ultra-dependable applica-
tions since the inherent separation of application subsys-
tems simplifies fault-isolation and complexity manage-
ment.

Contrary to a federated system an ”integrated” system
is characterized by the integration of multiple applica-
tion subsystems within a single distributed computer sys-
tem [1]. Since different application subsystems share
the available hardware resources (computational nodes
and the communication network) the total number of re-
quired nodes and communication resources can be sig-
nificantly reduced compared to the federated approach
(modern luxury cars incorporate up to 75 Electronic Con-
trol Units (ECUs) [2]).

The objective of the European IST project DECOS
(IST-511764) is to devise an integrated architecture that
provides a framework for integrating multiple application
subsystems within a single distributed computer system
while retaining the fault-isolation, fault-containment and
complexity-management benefits of a federated system
[1].

II. PROBLEM STATEMENT

The DECOS architecture [1] offers a framework for the
development of distributed embedded real-time systems
integrating multiple subsystems with different levels of
criticality and different requirements concerning the un-
derlying platform.

A central issue in the DECOS integrated architecture
is the provision of standardized, validated and certified
architectural services that facilitate the development of
distributed real-time applications. The problem on which
we focus in this work is how to structure these services

and how to provide them to the applications. Figure 1

Higher-level
Architectural Services

Core Services
C1 Predictable Message 

Transport
C2 Fault-Tolerant Clock 

Synchronization
C3 Strong Fault Isolation
C4 Consistent Diagnosis of 

Failing Nodes

Hiding of implementation details from 
the application, thereby extending 
the range of implementation choices

Time-Triggered 
Base Architecture

Figure 1: DECOS Architecture
depicts the hierarchical structure of the DECOS archi-
tecture. The architecture is based on a minimal set of
core services. The core services include predictable time-
triggered message transport, fault tolerant clock synchro-
nization, strong fault isolation, and consistent diagnosis
of failing nodes. Any architecture that provides these
core services can be used as a base architecture for the
DECOS integrated distributed architecture. An example
of a suitable base architecture is the Time-Triggered Ar-
chitecture (TTA) [3].

Based on the core services, higher-level architectural
services should be realized. Since the DECOS architec-
ture is intended to be used in multiple heterogeneous ap-
plication domains where each domain has its own spe-
cific demands, a diverse, configurable, scalable, and
open set of architectural services has to be provided.
Openness means in this sense, that third party developers
should be allowed to add additional domain-specific ser-
vices to the architecture. Since freely added services can
not always be assumed to be free from software faults,
error containment with respect to architectural services
is a key issue.

In the following chapter we propose a layered model
for higher-level architectural services that supports the
open integration of additional services without compro-
mising the dependability of already existing services.

III. PROPOSED MODEL

The proposed approach divides the set of architectural
services into two distinct layers: A stable and trusted set
of Generic High-level Services, and based on these ser-
vices an extensible and open set of Domain Specific Ser-
vices (see Figure 2).

A. GENERIC HIGH-LEVEL SERVICES

In the DECOS architecture, the application services
of the integrated system that are provided at con-
trolled object interfaces are divided into a set of nearly-
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Generic High-Level Services

Gateway Service
Virtual Network Service
Encapsulation Service

Domain-specific Services

CORE Services

Figure 2: Architectural Services

independent Distributed Application Subsystems (DASs)
where each DAS provides a distinct functionality (e.g. a
brake-by-wire DAS or a multimedia DAS in a car). Each
DAS is further decomposed into smaller units called jobs
which are the basic unit of distribution and the Fault Con-
tainment Regions (FCRs) for software faults [1].

The generic high-level services encompass a set of ser-
vices that support a DAS-centric design flow. Among the
generic high-level services are the encapsulation service
that establishes so-called partitions, where each parti-
tion functions as an encapsulated execution environment
for a single job (establishes an FCR for software faults)
and the virtual network services [4] which realize encap-
sulated communication infrastructures for single DASs.
The generic high-level services are provided via the so
called Platform Interface (PI) to the jobs of a DAS (fig-
ure 3).

DECOS Platform

Generic High-level Services

Distributed 
Application
SubsystemJob Job Job Job

Distributed Application Subsystem

Platform Interface

Figure 3: Platform Interface

B. DOMAIN-SPECIFIC SERVICES

In order to provide a simple and stable baseline for ap-
plication development only a small set of selected ser-
vices is provided natively via the PI. For many applica-
tions these services will be sufficient, but in some cases
(e.g. incorporation of legacy systems) they might have to
be extended or refined. Such domain-specific services are
realized on top of the PI in a dedicated layer within the
application job. We call this layer the application mid-
dleware and its interface the Application Programming
Interface (API) (see Figure 4).

In contrast to the PI the API is not considered to be a
single stable interface. Each application middleware pro-
vides its own specific set of services, and thus has its own
dedicated API which may conform to an existing open or
proprietary standard (e.g. TCP/IP or CAN [5]). The con-
cept of the job-internal application middleware enables
the addition and the removal of domain-specific services
without changing the PI or the underlying platform.

By placing the application middleware within the job,
the domain-specific services become part of the job’s
fault-containment region. This leads to an architecture
where a given application middleware can be certified
according to the criticality level that is sufficient for the
DASs in which it will be actually used, and does not have
to be certified according to the highest criticality level

within the system.

Generic High-level Services

Domain-specific 
Services

Figure 4: PI versus API

IV. RESULTS AND IMPLEMENTATION

We have proposed a layered model that supports the pro-
vision of a scalable and configurable set of architectural
services for mixed-criticality subsystems in an integrated
architecture. On the basis of a generic and stable platform
interface, domain-specific services can be freely added
by third party developers by means of a specific appli-
cation middleware. The architecture enforces error con-
tainment in a way that the impact of a design fault in a
given domain-specific service is restricted to distributed
application subsystems that incorporate the correspond-
ing application middleware realizing that service.

In order to show the feasibility of our approach, a pro-
totype implementation of a DECOS cluster was devel-
oped [6].
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Abstract — The aggressive competition that occurs in the
automotive domain leads to a high demand for improvements
on the car manufacturers. Nowadays, most of the innovations
emanate from electronics and the use of communication net-
works. While this new system architecture decreases costs and
enables the development of new functionalities, it hardly re-
quires high dependability since the consequences in case of
failure might be catastrophic. To that aim, accurate testing –
both during the development phases and during field operation
– is required. It is the aim of this work to present an approach
for testing time-triggered communication services such as the
FlexRay protocol (a) transparently to the system architecture
and (b) transparently to the system operation.

I. INTRODUCTION

Over 20% of the costs of a high-end car are caused by
the price of electronics [1], and this percentage increases
rapidly. Point-to-point wiring, for the connection be-
tween sensors, controllers and actuators, is reaching its
limitations and is being replaced by bus systems such
as CAN, LIN, MOST or FlexRay. The usage of bus
systems does not only reduce the overall costs, but also
improves system reliability and makes local information
globally available, thus inspiring various additional ser-
vices. Such services are convenience features (e.g., elec-
trical window control), engine control (e.g. fuel injec-
tion), and safety-critical systems such as ”X-by-Wire”.
Some of these applications require high dependability
since human life or health are directly concerned. Hence,
systematic test campaigns are necessary to guarantee the
required reliability. The ExTraCT1 project is dedicated to
the development of a novel method to enable the trans-
parent testing of the communication network. This paper
provides an overview of the project’s topic and presents
our approach and the research results attained so far. The
next section discusses the challenges of testing automo-
tive networks. Then, Section 3 presents our transparent
approach, and finally the results attained so far are sum-
marized in Section 4.

1The ExTraCT-project received support from the Austrian FIT-IT
Embedded Systems initiative, funded by the Austrian Ministry for Traf-
fic, Innovation and Technology (BMVIT) and managed by the Austrian
Research Promotion Agency (FFG) under grant 810834.
See http://www.ecs.tuwien.ac.at/∼armengaud

II. CHALLENGES

Today’s automotive applications are typically imple-
mented as complex distributed systems with several tens
of electronic control units. Testing such distributed sys-
tems is especially complex due tothe state explosion,
which results from the concurrent process operation and
reinforced by the fact that each new input combination
might lead to a new program execution path. A second
reason isthe presence of race conditions[2] and the dif-
ficulty to observe the system without adding a probe ef-
fect. Moreover,the real-time natureof the system and
the presence of timing constraints gives a new dimension
to the test operations. Correctness, in the context of real-
time systems, not only depends on the logical results of
the computations but also on the time when these results
are produced [3]. Finally,the lack of test supportdue to
the high degree of system integration increases further-
more the complexity [4].

It is the aim of this work to present a novel frame-
work for the transparent tests of the FlexRay protocol [5].
Transparent, in our case, describes two attributes. First,
transparent in the sense of non-intrusive, means to keep
the nodes unmodified and consequently do not change
their behavior neither in the value domain nor in the time
domain. Second, transparent in terms of system oper-
ation, to enable continuous service delivery during test
execution, and therefore avoid system interruption while
testing.

Node A Node B Node DNode C

Tester

 time

Periodic 
communication cycles

communication slots

A D B A D BIDLE

Figure 1: System architecture
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III. THE TRANSPARENTAPPROACH

Our approach is based on the TDMA scheme imple-
mented in time-triggered protocols [6] such as FlexRay.
This medium access scheme defines time windows (com-
munication slots), which are uniquely assigned to the
nodes for message transmission within a periodic com-
munication cycle (see Figure 1). The involved nodes
require periodic synchronization to correct local clock
drifts and agree on a unified view of time.

The basic idea of our approach is to send test frames
to influence the nodes’ clock correction mechanisms and
forces them to follow a non conventional but still correct
progress. For that, a tester node is connected to the bus
as illustrated in Figure 1. The transmission time of the
messages generated by the node(s) under test can be ana-
lyzed to check whether their local clock correction mech-
anism was affected by the test frames – which signifies
that the test frames were correctly received – or not. This
approach is based on the fact that erroneous frames are
disregarded by the clock synchronization algorithms.

IV. RESULTS AND FUTURE WORK

The main results so far are the publication of the pre-
sented concepts [7] and the submission of a new remote
diagnosis approach. Furthermore, first tests have been
run on a prototype to validate our approach. During this
experiment, we have considered a cluster consisting of
two nodes with a communication cycle length of 3000µs.
In addition a tester generated two stimulus messages with
the aim to drive the cycle length down to 2998µs. All
messages were fault free except for communication cy-
cles 1930 to 1940 during which both stimulus messages
exhibit header CRC errors. Figure 2 pictures the cycle
length of the four frames over time. As expected, the
test cluster integrated to the existing network traffic, and
stayed synchronous during the whole experiment. Fur-
thermore, the faulty frames lead to a reaction of the nodes
under test but did not crash the communication. The er-
rors contained in these messages were correctly detected
(thus providing evidence for the proper operation of the
CRC checker) and discarded from the internal clock cor-
rection computation.

The principal benefit of this approach is its trans-
parency, both in terms of architecture (non-intrusive)
and system operation (concurrent execution). The non-
intrusiveness, first, is reached by the exploitation of the
existing loop-back from the clock correction in TDMA
schemes. The nodes building the cluster under test
have not been modified during this experiment. Sec-
ond, this simple experiment illustrated the transparency
for the system. Indeed, the additional frames generated
by the carrier were ignored by the application, and the
two frames originally building the communication were

transmitted without any disturbance. Consequently, the
system under test delivered its expected services while
the test performed in a real environment.

Tester frames

Fault injection

Tester driven cluster cluster aloneTester alone

Figure 2: Preliminary experiment

Future work will be directed towards the evaluation
of the transparency for the system (has this stimulus any
influences on the system dependability or performance?).
Furthermore, the achievable test coverage and the need to
couple with other test methods have to be examined.
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Abstract — This paper describes the new PAPR (peak to av-
erage power ratio) reduction approach in MC-CDMA (mul-
ticarrier code division multiple access) system (in so called
M-modification). The spreading sequence introduces coher-
ence among subcarriers. This is used for chip position format-
ting to PAPR minimization. The optimization method is used
to get best chip interleaving sequence (namely Genetic Algo-
rithm (GA)). The complementary cumulative distribution func-
tion (CCDF) of PAPR for original and optimized approach is
introduced.

I. INTRODUCTION

Multicarrier code division multiple access (MC-CDMA)
combines orthogonal frequency division multiplexing
(OFDM) with code division multiple access (CDMA)
[1]. Resulted system has advantage in frequency diver-
sity and multiple access capability. The systems based
on OFDM suffer by high PAPR (peak to average power
ratio) [2]. Numerous methods for PAPR reduction exist
for OFDM and can be used for MC-CDMA, but usage of
spreading code gives other possibilities to PAPR reduc-
tion.

II. SYSTEM MODEL

The basic transmitter structure is similar to OFDM.
Different symbols are transmitted on the subcarriers in
OFDM, but MC-CDMA transmits same symbol on sev-
eral subcarriers. Each subcarrier transits part of the
spreaded symbol (called chip). Let the number of sub-
carriers (Nc) is equal to spreading code (c) length. Then
one user signal can be written as:

xl(t) =
1

Nc

Nc−1∑
n=0

blcl
nej2πfnt, 0 ≤ t ≤ Ts, (1)

where xl(t) is l-th user signal, bl is data symbol of l-th
user, cl

n is n-th chip of l-th user and fn is frequency of
n-th subcarrier (Figure. 1). Spreading code length has
not necessarily to be equal to the number of all subcar-
riers. Some modifications are presented in [3] for com-
plexity reduction and flexible system design. The M-
modification [3] of MC-CDMA is considered. One user
(uplink) and Walsh sequences with spreading factor of

bl

ej2 f1tc1
l

cN
l ej2 fnt

xl(t)

IFFT

c1
l

c2
l

c3
l

cN
l

Frequency

Figure 1: MC-CDMA model.

four are used for 48 data subcarriers BPSK modulated.
64 IFFT inputs are formatted according to Figure 2. Af-
ter spreading, chips are sorted (Figure 3) to IFFT input.
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Figure 2: Block of IFFT.
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The new approach is coming-out from chip sorting. The
optimal (in case of PAPR minimization) chip interleav-
ing pattern is searched.

III. OPTIMIZATION AND RESULTS

There exist 1, 24 × 1061 combinations for 48 data sub-
carriers. Genetic algorithm (GA) was used for PAPR op-
timization. The mean PAPR for all spreading sequences
and all combinations of data bits is used as criterion. The
result of GA is scrambled sequence for chip mapping.
The Figure 4 shows complementary cumulative distribu-
tion function of PAPR for original and M-modification
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Figure 4: CCDF of PAPR for classical and optimized M-
modification

and for optimized approach. The peak PAPR (with low
probability) remains, but for example the probability that
PAPR > 8dB is about 70% for original and less than
10% for optimized approach.

IV. CONCLUSION

This PAPR reduction can be used for uplink in M-
modification MC-CDMA. Realization of this approach
can be made by interleaving (not classical matrix, but by
the rule), where all users in system have the same in-
terleaving pattern to preserve orthogonality among the
users. The main advantage of this approach is small
complexity (only modified interleaving), no performance
degradation and no side information.
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Abstract — Nowadays, a tighter integration of formerly ded-
icated stand-alone building automation systems (BAS) is desir-
able. Since extending BAS towards new application areas in-
creases the demands on the BAS architecture, available BAS
solutions are not suitable anymore.
In this paper, a security architecture for KNX/EIB called EIBsec
is described. This extension supports mechanisms that guaran-
tee data integrity, confidentiality and freshness as well as au-
thentication. Using these services, secure process data and
management communication can be provided. Additionally,
other important issues such as key management and distribu-
tion are also addressed.

I. INTRODUCTION

Building Automation Systems (BAS) aim at improv-
ing control, monitoring and administration of technical
building subsystems and interaction among devices typ-
ically found in buildings. The core BAS application
area is environmental control with the traditional service
types lighting/daylighting and Heating, Ventilation and
Air conditioning (HVAC) systems.

Extending BAS towards new application areas allows
improvements in building control and cost reductions.
Furthermore, management and configuration of an inte-
grated BAS becomes easier, since a variety of different
management solutions can be replaced by a single tool.
Obviously, the demands on a more sophisticated BAS
controlling different subsystems increase. This is espe-
cially true for the integration of security critical applica-
tions (e.g. access control and security alarm systems).
They force the underlying control system to be reliable
and robust against malicious manipulations (security at-
tacks) to fulfil their purpose. To provide a secure environ-
ment for security critical applications, the control system
itself must integrate mechanisms which provide an effec-
tive and efficient protection against such security attacks.
Thus, in a networked BAS, the control network protocol
has a key role in providing the required protection.

II. SECURITY DEMANDS

To begin with, it is necessary to protect the exchanged
process data (secure process data communication) as well
as prevent unauthorised use of the management services
which are used for configuration and maintenance pur-
poses (secure management communication). For these
types of secure communication, two essential elements
are required.

On the one hand an authentication mechanism is nec-
essary, verifying the claimed identities of the communi-
cation partners. On the other hand, a secure transmission
channel is necessary to protect the transmission of data
between authenticated participants against malicious in-
terference. The main objectives of such a secure trans-
mission channel are data confidentiality, data integrity
and data freshness (see [1]). This secure channel can be
accomplished by cryptographic algorithms, making use
of keys. To prevent unintended disclosure of keys, a so-
phisticated key management facility is necessary which
must offer the opportunity to generate and distribute the
necessary keys in a secure manner.

Since networked BAS can consist of hundreds or even
thousands of devices, scalability of the implemented
mechanisms is also essential. Finally, a dedicated up-
date mechanism that allows distributing software patches
in an easy and secure manner is often desirable.

III. STATE OF THE ART

In the building automation domain, many different solu-
tions exist. In previous work (see [1]), the security as-
pects of three popular BAS (LONWorks [2], BACnet [3]
and KNX/EIB [4]) were analysed revealing that neither
LONWorks nor KNX/EIB support the necessary mecha-
nisms to satisfy the above mentioned requirements. The
integrated security concepts are very rudimentary and not
suitable for the use in security critical environments. Ad-
ditionally, services that provide data confidentiality as
well as a sophisticated key management facility are miss-
ing.

The security architecture of BACnet is more advanced.
However, the used cryptographic algorithm is obsolete
and therefore it should be replaced by a modern one.
Additionally, the BACnet protocol must be improved to
avoid certain security flaws.

Due to the fact that KNX/EIB does not support the
required mechanisms, further development is badly re-
quired. At the TU Munich, a secure communication pro-
tocol called Secure EIB (SEIB) was developed (see [5]).
This security extension provides data confidentiality, in-
tegrity and freshness for process data communication. It
is based on the SNEP protocol which is part of the Secure
Protocol for Sensor Networks called SPINS (see [6]). As
mentioned in [1], there is still a variety of problems which
remain unsolved (e.g. unprotected management commu-
nication, rudimentary key management).
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IV. SECURE EXTENSION TO KNX/EIB:
EIBSEC

Regarding the limited usability of KNX/EIB and SEIB
in security critical environments, the development of a
KNX/EIB security extension called EIBsec is currently
in progress. To satisfy the above mentioned require-
ments, EIBsec supports the following mechanisms:

– Data confidentiality, integrity and freshness
– Authentication of both communication participants
– Protection of management and process data com-

munication
– Sophisticated key management (including mecha-

nisms to revoke keys and to limit the lifetime)
– Mechanisms for initial key distribution

A. TOPOLOGY

A KNX/EIB network is divided into network segments
which are arranged in a three-level tree structure. In our
approach, the functionality of the EIBsec specific com-
ponents is distributed across this tree structure. Each net-
work segment contains a special device called Advanced
Coupler Unit (ACU) (see Figure 1).

Figure 1: Topology of EIBsec

Such an ACU performs the EIBsec specific tasks. The
distributed solution avoids introducing a single point of
failure. If an ACU is successfully attacked or fails, isola-
tion will keep the rest of the network operable. Another
benefit is that it can help to minimize the consequences
of Denial-of-Service (DoS) attacks. If the ACU detects
a DoS attack in its network segment, it will be able to
isolate the affected segment and prevent an interference
of other network segments. Another important feature of
EIBsec is compatibility to standard KNX/EIB technol-
ogy. Since the frame format of SEIB is used, the header
information necessary for routing messages is transmit-
ted in plaintext. Hence, KNX/EIB devices not supporting
EIBsec are still able to route these messages.

B. SECURE DATA TRANSMISSION

To protect transmission data against malicious attacks, an
encryption algorithm is necessary. Since the used em-
bedded microcontrollers have limited resources (process-

ing power and memory), the symmetric Advanced En-
cryption Standard (AES) (see [7]) was chosen. The re-
quired keys are managed using a key server infrastruc-
ture. Since EIBsec uses a distributed solution, the func-
tionality of this key server is implemented by the differ-
ent ACUs. Therefore, each network segment has its own
key server instance. Secure management communication
is performed using sessions. To establish a session, a so
called session key must be retrieved from the correspond-
ing ACU. Using this key, it is possible to communicate
through a secure point-to-point channel. In KNX/EIB the
exchange of process data is performed via group com-
munication. To protect this group communication, the
transmitted process data is encrypted using a so called
group key. This group key can be retrieved from the cor-
responding ACU. A detailed description of EIBsec is pre-
sented in [8].

V. CONCLUSION AND FUTURE WORK

With the integration of these security mechanisms,
KNX/EIB is no longer limited to the use in non secu-
rity critical environments. In addition to this basic se-
curity architecture, advanced security services like a se-
cure update mechanism and an advanced DoS prevention
(including an intrusion detection system) have to be fur-
ther investigated. Wireless solutions will also be subject
of future research, since they are getting more and more
popular in the building automation domain.
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Abstract — Way finding is an important topic in 
the literature and in every day life. How to find the 
way from a starting point to a destination? How to 
find the shortest way? An example for trivial usage 
is to find the next physician in case of illness. The 
priority is to reach the office. One possibility 
would be to use the shortest way [1] that depends 
only on the length of the path. Another possibility 
is to search for the simplest way [2] that has as 
few turns as possible. Another approach would be 
to minimize the effects of wrong decisions along 
the path. Describing such a path is the goal of my 
thesis. 

I. INTRODUCTION 
In my thesis, risk is meant to be the risk of getting 
lost. The user is at risk on every path because 
mistakes can occur every time and everywhere. 
There is also the possibility that the explanation of 
the route is not precise enough or there are road 
works that block the path or that there are differ-
ences between the mental map, that is, a person’s 
perception of the world [3], of the explainer, and 
the reality.  
The least risk path is the path from a starting point 
to a destination where the risk of getting lost is as 
small as possible, even if the user makes wrong 
decisions. All possibilities of making mistakes are 
included in this path. The intention of my thesis is 
to define, formalize, and test an algorithm to find 
the least risk path.   
At the moment a business traveler who arrives at 
the station is taking a taxi to the building where a 
meeting takes place. In some cases it would not be 
necessary to use a taxi. If the destination is nearby 
it takes often more time to take the car than to 
walk. Cars have to follow road signs as one ways 
or are not allowed to pass pedestrian roads and 
parks. The business traveler has no knowledge 
about the area and the taxi driver will not change 
this. This can cause a trip that is longer than it 
should be. Way finding does not end at the en-
trance of buildings if pedestrians are involved. 
After entering the building the traveler is search-
ing for a porter to ask for the floor of the meeting 
place. In some buildings there are maps near the 
lift to help orientating in the indoor area.  

For finding the way from the station to the office 
where a meeting takes place the user would need a 
system that can navigate him through the outdoor 
area and the indoor area.  

II. THE RISK VALUE OF DECISION POINTS 
While working on the NAVIO project I read about 
the shortest path [1] and the simplest path [2]. I 
asked myself whether there is also a least risk 
path. The first result was the formula for calculat-
ing a risk value of a path in the two-dimensional 
outdoor area.  
The formula for finding the least risk path must 
include a risk value of decision points and a cost 
value for street segments [4]. Decision points are 
in this case the crossings where the user has to 
make decisions. The risk value of a decision point 
is two times the number of wrong choices divided 
by the number of possible choices. A street seg-
ment is the distance between two decision points. 
The value of a street segment depends on the 
length of this segment. The reason for taking the 
length of wrong choices two times is that I assume 
that the user recognizes at a decision point if he is 
right or wrong. If he is wrong he goes back the 
same way he came along until he reaches the last 
decision point where he was sure that he was still 
right. Equation (1) shows the formula. 
rd = risk value of a decision point in a 2D area 
(outdoor area) 
li = length of the paths in 2D (same level) that is 
wrong 
n = degree of nodes 
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III. THE RISK VALUE OF THE WHOLE PATH 
The result of the sum of the risk values of the 
decision points and the sum of the values of the 
street segments must be added. The total result is 
the risk value of the whole path. The total calcula-
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tion shows that the risk value of the least risk path 
is smaller than the risk values of the shortest path 
and the simplest path. The least risk path is a little 
bit longer than the shortest path and has one more 
turn than the simplest path.  

IV. THE RISK VALUE IN 3D 

The second part of my work in the NAVIO project 
is to extend this risk value of a path for the three-
dimensional indoor area. Therefore I had to think 
about how to add the height to the formula for the 
risk value for the outdoor navigation.  
A challenge was that the height must be weighted 
because there is a difference in moving uphill, 
downhill, or on the same level. The standard as-
sumption for uphill is 300 meters and for downhill 
500 meters per hour. Going uphill is more exhaust-
ing than going downhill or moving on the same 
level. Thus the relation between the same level and 
uphill is 1:17 and the same level and downhill 
1:10. I had to add this standard assumption to the 
formula of the risk value of decision points to get 
an available result.  
rd3 = risk value of a decision point in a 3D area 
(indoor area) 
h = assumed mean value of the height difference 
between two floors (3,5 meters) 
hm = height multiplier makes height differences 
comparable to horizontal distances  
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For getting a valid formula for the whole building, 
shown in equation (2), I assume a mean value of 3 
meters of room height and 0,5 meters for the 
thickness of the ceiling. Therefore the difference 
between two floors is 3,5 meters. This is used to 
translate floor levels into height meters for having 
constant values for the formula.  

V. THE COMBINATION 

For a combined outdoor and indoor navigation the 
system that is used for it must be able to change 
between locating the position via satellite and 
locating via sensors. To reach a positioning of the 
user in the outdoor area with sensors would also be 
a possibility but is not feasible at the moment.  
The functionality of such a navigation system 
depends on the method of data collection. Sensor 

technology is highly developed but not adequate 
for solving the problem of the data collection. The 
reason is that for a city like Vienna thousands of 
sensors would have to be installed. Satellite posi-
tioning and connecting the accurate position with a 
digital map would be another possibility. There is 
a problem that in cities with high buildings the 
reception of the required number of satellites for 
getting the accurate position can not be given at 
every point. For pedestrian navigation it is essen-
tial to identify the position of the user with high 
accuracy which means that the deviation should 
not be more than 3 meters for the outdoor areas 
and about 1 meter for the indoor areas. Reason for 
this accuracy is that if the accuracy is not as high 
as is defined in the last sentence the system can be 
responsible for a mistake the user makes. Espe-
cially for the indoor navigation a precise position-
ing is necessary.  
 

VI. CONCLUSION 

The risk we are dealing with in this case is defined 
as the risk of getting lost on a path. Mistakes can 
happen and lead to make detours. But these de-
tours are included in the formula and finally the 
user reaches the destination with as least risk as 
possible.  
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Abstract — One of the main disadvantages of 
CATV is nonlinear dependence of output signals on 
input signals of active equipments. The paper de-
scribes intermodulation products simulation, calcu-
lation of the ratio of the carrier frequency of picture 
level to intermodulation products accumulation and 
optimization of the input signal level for attainment 
of optimal carrier picture level to intermodulation 
products accumulation ratio value and deals with 
influence of broadband amplifier for transmission 
of more TV channels and calculation of intermodu-
lation products in MATLAB program. 

I. INTRODUCTION 
Maximum TV signal output level of the active 
equipment (band amplifiers, modulators of master 
station, broadband amplifiers) in the cable TV net-
works is limited by nonlinear distortion. Nonlinear 
distortion is caused by nonlinear dependence of out-
put signals on input signals of these active equip-
ments and increases with input signal level. For low-
level signals, distortion is insignificant but it be-
comes undesirable at higher-level signals.  

The largest part of TV signal power is situated in 
the narrow frequency band of the carrier frequency of 
the picture. If more harmonic frequencies are trans-
mitted into the broadband active equipment, a lot of 
intermodulation products arise as a result of nonlin-
ear distortion. The parameter for representation of 
accumulation of intermodulation products effect was 
introduced as the ratio of the carrier frequency of the 
picture level to intermodulation products accumula-
tion of the second order – C/CSO (CSO - Composite 
Second Order) and as the ratio of the carrier fre-
quency of the picture level to intermodulation prod-
ucts accumulation of the third order – C/CTB (CTB - 
Composite Triple Beat). 

II. SYSTEM MODEL 
It is possible to assess the influence of nonlinear 
transmission characteristic for synchronous broad-
casting of more TV signals by means transmission of 
more harmonic signals, which correspond with car-

rier frequencies and active equipment with universal 
transmission characteristic. Then the output signal 
will have infinite number of members, which are 
created by a single harmonic signal or by interaction 
of more harmonic signals. The transmission charac-
teristic of the system is given by:       

 ...,32 +⋅+⋅+⋅= inininout eCeBeAe  (1)   
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 where A,B,C,D… are coefficients of  transmis-
sion function, fi is the frequency of individual har-
monic signals (the carrier frequencies of pictures) 
and  fi < fi +1. < fi +n hold and n the number of input 
harmonic signals. 

 
The components of identical frequency can de-

velop from different expressions of transmission 
function. Every component of the output signal, 
which is represented by such an expression, is a 
product of nonlinear distortion. If the component - ωi 
has a single member it is considered as a harmonic 
product and if the component - ωi has more members 
it is then an intermodulation product. 

It is possible to simplify the formula for transmis-
sion characteristic of active equipment according to 
the formula:      

 ,3
3

2
21 inininout ekekeke ⋅+⋅+⋅=   (3) 

where k is a real positive or negative constant after 
simplification. 

 
A multispectral component arises at the amplifier 

output with transmission characteristic according to 
equation (3) after substitution of equation (2) in 
equation (3) and mathematical modifications. 

A model of broadband amplifier and its influence 
on transmission of more TV channels, clustering in 
one broadband direct channel, was made in Matlab. 
Saleh’s model of amplifier [5] and a simplified 
transmission characteristic of active equipment were 
used for the broadband amplifier model in Matlab.         
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The simplified transmission characteristic of active 
equipment is given by the formula (3) and (2). 

III. SIMULATION 
More signals in frequencies of system PAL D, K 
were fed into the model amplifier input. A lot of 
intermodulation products develop from mutual inter-
actions in the amplifier output. The simplified model 
of amplifier makes simulation of the most important 
intermodulation products possible namely products 
of the second order and the third order which is suffi-
cient. Values of CSO and CTB are obtained through 
simulation, and subsequently parameter values of  the 
ratio of the carrier frequency of picture level to ac-
cumulation of intermodulation products of the second 
order – C/CSO and of the third order – C/CTB (fig-
ure 1a) are determined.          

A frequency spectrum of broadband channel after 
transmission through broadband amplifier with 
nonlinear transmission characteristic is displayed in 
Figure 1. 

 

Figure 1: Output signal of broadband amplifier 

The ratio of the carrier frequency of picture level 
to intermodulation products accumulation is depend-
ent on the change in output signals level of the active 
equipment. So it is dependent on input signals value 
and amplification. The program for optimization of 
input signals level was made in Matlab, so as to 
obtain an optimum value of the ratio of the carrier 
frequency of picture level to intermodulation prod-
ucts accumulation. The gradient method of the steep-
est decline was applied for optimization [6]. The 
result is the biggest input signal level value, so that 
the value of the ratio of the carrier frequency of pic-
ture level to intermodulation products accumulation 
will not be less than 57dB.  For example the result of 

optimization for 12 carrier frequencies is displayed in 
Figure 2.       

 

Figure 2: Optimization of input signal level   

IV. CONCLUSIONS 
An influence of TV input signal level on value of the 
ratio of the carrier frequency of picture level to in-
termodulation products accumulation is examined 
and optimized in this article.  
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Abstract — Regular analysis of permanent GPS 
network covering almost the whole European conti-
nent performed at Slovak University of Technology 
in Bratislava allows to detect small short-periodic 
oscillations of site coordinates. We analyze one-
year interval of station time series comprising of 
coordinates evaluated from 4-hour observing sam-
ples. The variations of horizontal coordinates and 
ellipsoidal height with amplitudes from 0.5 to 2.0 
mm are observed at majority of analyzed sites. 
After elimination of these deterministic signals still 
residual diurnal oscillations of stochastic character 
can be observed in the coordinate series. They are 
detected at majority of analyzed stations by means 
of ARMA process modeling. 

I. INTRODUCTION 
In 2002 was the Department of Theoretical Geodesy 
at Slovak University of Technology accepted as one 
of the EPN (The European Reference Frame 
(EUREF) Permanent Network) Local Analysis Cen-
ter (LAC SUT). 

For the regular processing is used Bernese GPS 
software 4.2 . The analysis procedure follows the 
rules applied for EUREF permanent network analy-
sis. The theoretical tidal effects affecting the site 
coordinates are consistently modelled according to 
IERS Conventions [3]. Outputs from the EPN proc-
essing are the daily station coordinates obtained from 
24-hours observing intervals and their covariance 
matrix, which are merged in weekly solutions.  

The additional alternative data processing per-
formed at SUT is resulting to coordinates obtained 
from observations from shorter intervals covering 
separate 4-hours observing spans.  

All the network solutions are referenced to Inter-
national Terrestrial Reference Frame 2000 (ITRF 
2000) through one site strongly constrained - the 
Borowiec (BOR1) station in Poland. This method of 
network referencing means, that all network station 
variations are relative to BOR1 station. 

II. TIME SERIES FROM EPN SUBNETWORK 
In this paper we analyze the 4-hour interval solutions 
of EPN subnetwork covering the period from Oct. 1, 
2003 to Sept. 29, 2004. We will present results ob-
tained for selected subset of analyzed EPN stations, 
namely GOPE, HELG, KOSG, ORID, SULP, STAS 
and TUBO. The choice of these stations is motivated 
by the fact, that their series are continuous and the 
stations are situated in various regions of the conti-
nent. 

The resulting station time series are formed by 
geocentric coordinates X, Y, Z.  These time series 
were examined for outliers and missing parts were 
interpolated. Length of the time series is one year and 
is comprised of 2190 observations – 4-hour interval 
coordinates. In the next step, the geocentric coordi-
nates X, Y, Z are transformed to local system n, e, v 
[2], where axis n is directed to the north, axis e to the 
east and v to the local vertical. 

III. DETERMINISTIC CONSTITUENTS IN STA-
TION COORDINATES SERIES 

Deterministic constituents of n, e, v time series are 
expressed usually by means of additive decomposi-
tion. The additive model has the form 

ttttt ECSTY +++=   (1) 
where Y is one of the n, e, or v constituents, T is 

trend, S is seasonal component, C is periodic compo-
nent and E is residual component. The subscript t is 
used for expressing the time dependence of observa-
tions and the modeled components. 

The trend component is expressed by linear re-
gression in the form 
  tTt βα +=   (2) 

where α, β are regression coefficients. 
 Significant periods of n, e, v series are de-

termined after elimination of linear trend by spectral 
analysis method, which uses for Fourier transforma-
tion the estimates of autocovariance function. Exam-
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ple of spectra of n coordinate time serie for station 
GOPE is given in Figure 1. 

 

Figure 1: Spectra of coordinate time serie 

The most significant terms are with seasonal fre-
quencies (annual and semi-annual), and tidal fre-
quencies: diurnal (O1, P1, S1, K1) and semi-diurnal 
(M2, S2, K2). The periods of observed tidal waves are 
given in Table 1. 

 
Tidal waves band Wave Period Pi  [hours] 

 
Semi-diurnal 

M2 
S2 
K2 

12.420 601 
12.000 000 
11.967 234 

 
Diurnal 

O1 
P1 
S1 
K1 

25.819 320 
24.132 120 
24.000 000 
23.934 469 

Table 1: Periods of observed tidal waves 

Seasonal components model has the form 
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and the periodic tidal components are  
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where ai, bi are regression coefficients, Pi are an-
nual, semi-annual, diurnal and semi-diurnal periods. 
Each harmonic component has amplitude A and 
phase φ 
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Parameters of (2, 3, 4), namely α, β, ai, bi are es-
timated for each of the n, e, v, time series for all 7 
examined stations.  

The periodic variations of horizontal coordinates 
and ellipsoidal height with amplitudes from 0.5 to 2.0 
mm are observed at majority of analyzed sites. They 
can be assigned mainly to unmodeled solid Earth and 
ocean tides, polar motion effects and satellite orbits 
biases. Some of the terms like O1 and P1 have gener-
ally amplitude less than 0.5 mm for majority of sta-
tions. The amplitudes of K1 and K2 are very different 
at the various analyzed sites and reach up to 3 mm. 

IV. STOCHASTIC CONSTITUENTS 
After elimination of deterministic signals still resid-
ual diurnal oscillations of stochastic character can be 
observed in the station coordinate series.To describe 
the stochastic constituents we will use the Box-
Jenkins methodology [1]. We expect that coordinates 
observations are not mutually independent but they 
are correlated in time. Considering this, the value Et 
of a time series free from systematic influences might 
be expressed by equation   

tptpttt NEEEE ~
2211 ++++= −−− ϕϕϕ …  (6) 

where 
pϕϕ ,,1 …  are auto-regressive (AR) coeffi-

cients (deterministic part) and tN~  is stochastic part or 
Moving-average (MA) part. MA part is expressed by 

qtqttt NNNN −− +++= ΘΘ …11
~   (7) 

where 
qΘΘ ,,1 …  are MA coefficients.  The series 

{ }tN  is white noise with zero mean value and con-
stant variance { } 2σ=tND . 

The set of AR and MA coefficients defines the 
ARMA(p, q) process, p and q being orders of AR 
and MA constituents, respectively.  

All the series exhibit similar behavior with signifi-
cant values of 6th both the AR and MA coefficients. 
As the time series are sampled in 4-hours intervals, 
this phenomenon corresponds to 24-hour periodicity. 
The exactly 24-hour periodic terms were eliminated 
by introducing the S1 terms. The significant 6th AR 
and MA terms are due to variations with variable 
period oscillating around 24-hours. We suppose that 
these signals have origin in perturbing effect result-
ing from atmosphere refraction variations, site 
monumentation movements, multipath effects and 
other relevant phenomena with no strict periodic 
character but with diurnal variability. 
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Abstract — Fault injection (FI) plays a key role in the as-
sessment of fault tolerance mechanisms of digital systems. It
artificially increases the rate of fault occurrences, thus allow-
ing a more comprehensive study of the fault effect which finally
improves the quality of the results obtained.
However, problems related to accessibility of internal nodes of
a chip or SoC make it difficult to conduct such experiments. It
is claimed that the most suitable location for placing an FI tool
is directly on-chip. Other approaches (i.e. simulation) often
tend to use levels of abstraction inadequate for dependability
evaluation.
This paper presents an FPGA-based hardware FI toolset we
developed in order to address exactly this problem.

I. MOTIVATION

The ever increasing potential of modern digital systems
directly leads to a massive increase in size, complexity
and error-proneness. As a consequence, reliability [1],
availability, security and safety (among others) can not be
guaranteed only by means of elaborate design method-
ologies, fault avoidance techniques or other methods of
quality assurance.

This fact leads to an emerging demand for methods
and techniques to validate the criteria an application has
to fulfill. Basically, two methods are viable: (i) the-
oretical analysis and (ii) experimental evaluation. Be-
cause of the causality of operation, theoretical analysis
(e.g. model checking, [2]) seems to be especially suit-
able for the analysis of computer systems. In practice,
this approach fails due to the above mentioned complex-
ity of these systems, making an experimental approach
like fault injection ([3], [4]) more promising and attrac-
tive.

II. FAULT INJECTION

FI is a methodology to (i) increase the rate of faults a sys-
tem is subjected to and (ii) to – depending on the method
used – exactly choose where inside the system the faults
will be activated. Each of the available methods is as-
sociated with a certain class of faults depending on the
system level accessible.

Simulation can be done at any level, from transistors up
to gate level or even system level. The results obtained
strongly depend on the quality of the model and its level
of abstraction.

Software FI is located at a rather high system level and
can be done at runtime or at compile time. It mainly
focuses on code corruption or code modification and is
therefore of limited value when exact fault locations are
demanded. On the other hand, there is no need for any
hardware modifications.
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Figure 1: The structure of FIDYCO

Finally, hardware FI is capable of directly inserting
faults into a system’s circuitry or into its pins. At pin
level, usually additional programmable logic is used to
introduce errors on signals. Within a system, heavy ions
can cause Single Event Upsets (SEUs), electromagnetic
or electrostatic disturbances can be generated as well as
power supply disturbances, and even lasers are used to in-
ject faults. With additional logic and, provided the device
under test is available as VHDL description or in a simi-
lar form, any node even within the circuit can be reached.
This is the approach we took in our implementation.

III. FIDYCO

This work focuses on the implementation of a highly flex-
ible, scalable hardware FI environment called FIDYCO
(Flexible on-chip fault Injection for run-time Depend-
abilitY validation with target specific COmmand lan-
guage). In contrast to existing tools ([3], [4]), it should
be more easily adaptable to the devices to be tested and
should exhibit powerful yet flexible means to introduce
faults into the tested object.

A. GENERAL STRUCTURE

The discussed FI environment constitutes a modular sys-
tem basically consisting of the device under test, a refer-
ence node (golden node), a host interface, an evaluation
unit and the FI unit itself. Figure 1 shows this architec-
ture.

The host interface, an RS-232 UART, has two main
functions: (i) receiving configuration information and FI
programs generated by the user from the host PC, and
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(ii) submitting FI results back to the user. As mentioned
above, scalability and flexibility were among the major
requirements. To achieve this, FIDYCO is equipped with
its own command and programming language (and a cor-
responding software preprocessor), enabling the user to
issue sequences of commands. The commands can be
chosen from a list of predefined commands or defined by
the user at compile-time or run-time. These sequences
will be referred to as FI program. The user can also de-
fine and use constants; even loops can be used to inject
faults repeatedly.

Clearly, the FI environment has to be matched with
the device under test in terms of e.g. bus widths by
supplying the corresponding configuration data. Based
on this configuration data, the preprocessor mentioned
above also generates code that fits the device under test
and the golden node properly into FIDYCO.

B. MODES OF OPERATION

Configuration data must be provided at download time.
After that, FIDYCO can be operated in one of the fol-
lowing two modes (see Figure 2):

Automatic Mode: This mode uses the FI program
stored in the ROM (Local Fault Library) at down-
load time. This mode is useful for large series of
experiments.

Interactive Mode: After download, the user can supply
new FI programs according to the nature of exper-
iments conducted and results obtained so far. The
program written by the user is compiled by the pre-
processor and transmitted to the chip via the host in-
terface. This mode is useful for initial experiments,
debugging and diagnosis.

The FI unit itself contains a parser which interprets the
programs received in interactive mode and writes the ex-
tracted commands to the instruction RAM. In automatic
mode, nothing has to be done at this stage as the FI pro-
gram is already stored in the local fault library.

The executor unit then reads – depending on the mode
of operation – one of the memories and controls the data
generator unit, which finally injects the faults into the de-
vice under test. The executor unit also manages the trig-
gering of the injection. Several trigger modes (e.g. pat-
tern triggers, time triggers) can be chosen and can also
be combined serially or in parallel, to precisely control
the point in time when the selected fault is to be injected
(relative to the execution of the workload).

Note that the device under test and the reference node
run in parallel. So every deviation from normal operation
will be immediately observable by comparing the golden
node’s output to that of the device under test. If this com-
parison results in a mismatch, the syndrome generator
creates a report consisting of the time the fault occurred,
the value corrupted by the fault and the corresponding
correct value. This report is then transmitted to the host
PC via the RS-232 interface.

C. IMPLEMENTATION PLATFORM

FIDYCO has been implemented in VHDL using Synop-
sys 1 as the synthesis tool and Quartus 2 for PPR and

1Synopsys is a registered trademark of Synopsys Inc.
2Quartus and APEX are registered trademarks of Altera Corporation
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Figure 2: Fault injection experiment flow

download. It has been downloaded and tested on an
APEX-20K300 FPGA, using about 50000 basic gates.
FIDYCO has already been used for a series of fault injec-
tion experiments at our institute. A version with a slightly
modified interface, for example, has been used success-
fully in one of our PhD theses ([5]).

IV. CONCLUSION AND OUTLOOK

Combining observability with controllability, FPGA-
based fault injection has proven to be a powerful instru-
ment for dependability evaluation. The tool-set we pre-
sented incorporates these features, adding a high degree
of flexibility concerning the target platform.

So, from a more conceptual point of view, experimen-
tal fault injection with FIDYCO could easily be extended
to the concept of ASIC-based Built-in Fault Injection, as
presented in [6], [7].
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Abstract — This paper describes application that 

solve direct and inverse kinematic task. Main goal 

of this work is to create application for control of 

robotic manipulation system. 

Two methods will be used to solve inverse kinematic 

task that calculate joint positions depending on 

position and orientation of end-effector for use in 

this application. Methods are based on inverse 

Jacobian matrix and optimization. Results obtained 

from Matlab simulation will be presented. 

Result of this work is a client-server application 

that can solve inverse kinematic task for robotic 

manipulation system and provide 3D simulation, 

offline and online programming of robotic system. 

I. ROBOTIC MANIPULATION SYSTEM 

 

Figure 1: Kinematic structure of 5DOF robotic 

arm 

Robotic system consists from 3 robotic arms, 3 belt 

conveyors and 3 rotary tables that are driven by step 

motors. Kinematic structure of all of robotic arms is 

shown at Figure 1. [1] Direct control of all step mo-

tors is performed by single-chip microcomputer 

control system that is connected to the local com-

puter through the RS-232 interface and data for its 

behavior are obtained from described PC application. 

II. METHODS USED FOR SOLVING INVERSE 

KINEMATIC TASK 

Two numeric methods for solving inverse kinematic 

task are used in this application.  

Direct kinematic task solves equation  

 X = f(Q) (1) 

where X is position and orientation of end point of 

robotic arm and Q is vector of joint positions. Inverse 

kinematic solves equation inverse to equation (1), 

thus 

 Q = f
-1(X) (2) 

In general, numeric methods for solving of inverse 

kinematic task are cyclically calculating change of 

vector Q dependent on change of X. End of iteration 

is given by minimum of some criteria function. 

A. INVERSE JACOBIAN 

Method based on inverse Jacobian is used only for 

simple solve of inverse kinematic task. This method 

is is fast, but it need a good starting point. 

Inverse Jacobian based algorithm has 7 steps [1]: 

1. computing of actual position and orientation 

Xi according to equation (1) 

2. computing of Jacobian J(Qi) for actual joint 

position Qi according to 

  J = df / dQ (3) 

3. inverse of Jacobian J
-1  

4. difference between actual and desired position 

dXi 

5. computing of new joint position according to  

 Qi+1 = Qi + dQi J
-1

 dXi (4) 

6. next step i = i+1 

7. Qi is solution and algorithm ends, if dXi < e , 

where e is toleration, back to step 1 otherwise 

Figure 2 shows iteration of this algorithm. Figures 

2 and 3 are obtained from Matlab simulation  
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Figure 2 : Iteration of inverse Jacobian method 

B. OPTIMIZATION 

Second, optimization method is used for automatic 

trajectory generation. Optimization method find local 

extreme of some criteria function which indicate 

optimal solution. Benefit of this method is that it can 

reach approximate solution even though target is out 

of workspace. This feature can be used in trajectory 

generation, because each step in iteration process can 

be used like one point in multipoint trajectory [1]. 

 

Figure 3: Trajectory generated by optimization 

method  

There are two differences between this and previ-

ous algorithm. First, equation (4) changes to  

 Qi+1 = Qi + c dQi J
-1

 dXi (5) 

where c is constant between 0 and 1. Effect of use 

constant c is that error of iteration step is smaller and 

generated trajectory is smoother. Second difference is 

that algorithm ends when dXi < dXi+1 which corre-

spond to local extreme of criteria function. 

Example of trajectory generated by this algorithm 

is at Figure 3. 

III. APPLICATION STRUCTURE 

Client-server application is designed and pro-

grammed. Client side of application is designed as an 

application for local control that use server for all 

calculations and store data model of robotic system.  

Client-server architecture is chosen in order to use 

the server side of application in network control 

system as a computing block for solving of direct and 

inverse kinematic task. Server side offers computing 

more models together too. 

Client side of application is designed as an appli-

cation for local control that uses server for calcula-

tions and only stores data necessary to control the 

robotic plant. 3D visualization of plant model is 

simultaneously provided. In online mode control data 

are sent to single-chip microcomputer control sys-

tem,. 

Structure of whole application is on Figure 4. 

 

Figure 4: Application structure 

CONCLUSIONS 

Client-server application that control robotic system 

is created. Server side solve direct and inverse kine-

matic task and stores model data, client side visualize 

real model and can send data to robotic manipulation 

system. Client also can simulate robotic system with-

out real system connected.  
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Abstract — Implementing asynchronous circuits for an
FPGA architecture is a sophisticated task because on the one
hand the resulting design should be delay insensitive but on
the other hand the addtional overhead should be kept minimal.
Based on the research of the Embedded Computing Systems
Group this master theses tries to give a guideline for efficiently
implementing asynchronous and delay-insensitive circuits. By
investigating different approaches and explaining their pros
and cons the reader should get a better understanding of the
key features of asynchronous logic and of how to implement
them efficiently.

I. INTRODUCTION

Over the last years it has become apparent that the syn-
chronous design could be reaching its limits in the near
future. Ever increasing clock cycles in conjunction with
the increase of chip size places a synchronous solution in
jeopardy, which can only be maintained through consid-
erable hardware efforts. The development of aglobal cy-
cle distribution networkquickly evolves into a complex
process which cannot be addressed simply by attempt-
ing miniaturization. Instead of solving all problems in
the time domain, asynchronous designs are based on so-
lutions in theinformation domainor on hybridsof both
possibilities. Some implementations use synchronous
components which are triggered by a local clock signal
while others develop a special signal encoding and use
highly sophisticated components for that purpose. The
latter solution was developed at the Institute of Computer
Engineering and published asCode Alternation Logic
(CAL) by Mr. M. Delvai [1] and Mr. W. Huber [2]. In
the course of their PhD theses the asynchronous proces-
sorASPEARwas developed for theFPGAplatform. This
processor was proven to be delay-insensitive and offers
the same functionality as its synchronous counterpart
SPEAR. Figure 1 shows a block diagram of the SPEAR
processor.

II. CODE ALTERNATION LOGIC

TheCode Alternation Logicis based on thedual rail en-
codingscheme which uses two signal lines for represent-
ing a single logic state. Therefore both Boolean states
(HIGH and LOW) are represented by two differentCAL
encodings which are called the phase of the signal and
differ from each other by a single bit. Table 1 shows the
appropriate coding scheme.

Within a data stream consecutive bits are encoded in
a different phase which allows theCAL gates to iden-
tify when new data is ready, even in the absence of a

Figure 1: SPEAR Architecture

log.state codeϕ0 codeϕ1
”LO” (a,b) = (0,0) (a,b) = (0,1)
”HI” (a,b) = (1,1) (a,b) = (1,0)

Table 1: Coding Sheme

clock cycle. To ensure a secure data flow everyCALgate
must hold its actual state until all inputs are in the same
phase and the new piece of data is ready to propagate.
This additional memory element which is also required
by combinatorial gates and the extra signal lines for the
Dual Rail Encoding result in much larger circuits: the
first prototype ofASPEARwas approximately ten times
larger than its synchronous counterpart. The increase in
size can be understood, if we consider a simpleCAL AND
gate. Table 2 shows the logic table of aCAL ANDgate.
The hold entries represent theHold statesof the gate

E1
Z h l H L

h h l hold hold
E2 l h l hold hold

H hold hold H L
L hold hold H L

Table 2: Truth Table of a 2-input AND in CAL

where the input signals E1 and E2 are in different phases.
Therefore the gate outputs the last value until the phase of
E1 and E2 are equal again - representing new stable data.
All other outputs are built by a simple AND function (Za)
and adding the corresponding bit (Zb) for the phase re-
garding Za. The task of this thesis consists of optimiz-
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ing CAL gates and, as a result, creating a more attractive
basis for asynchronous designs. The development of op-
timized, generic logic gates are the key to the reduction
of the circuit’s size. These optimized gates are the build-
ing blocks of larger systems.FPGA should be used as
target devices for the optimization procedure. The small-
est programmable blocks of our targetFPGA areLogic
Elements (LE). They are basically built upon aLook Up
Table (LUT)and aRegister. Figure 2 shows the structure
of aLogic Unit [3].

Figure 2: Structure of a Logic Unit

Thus the main challenge is to find an optimal mapping
of CALgates to theLE structure, maintaining at the same
time the delay insensitivity of the resulting circuits. Ta-
ble 3 shows the major differences between the existing
solution and my approach.

Trigger Memory Delay-
Insensitivity

Existing phase of RS- guaranteed
approach each rail Latch
Improved phase D-Flip- timing
approach alignment Flop assumption

Table 3: Major diffenrences between implementations

III. RESULTS

Depending on the FPGA type used the best result
achieved is an AND-gate requiring 3LE and 2 registers,
which are packed into these elements. Nevertheless, all
circuits tend to behave more or lessdelay-sensitivebe-
cause the usage of synchronous memory elements intro-
duces an additional timing constraint between the Flip-
Flops data inputs and the trigger signal. Figure 3 shows
a schematic diagram of such an optimized generic CAL
Gate. AlthoughCAL defines the data and phase bit as

Figure 3: Schematic Diagram of an Optimized Generic
CAL Gate

anatomic uniton the one hand there is a need for split-
ting them up (into ”Data”, ”Phase”) in order to build a
smaller circuit but on the other hand this approach be-
comesdelay-sensitiveon the structural level. Therefore
∆1 has to be the largest delay so that the ”Data” lines are
stable before the Flip-Flops update its values. Moreover,
the trigger is derived by phase alignment. Thus, if both
rails change at the exact same moment no edge will be
generated and the system will not update and miss valid
data. The solution to address this problem is to use the
phase itself as a trigger. A variation of the former ap-
proach generates the trigger by comparing the phase of
the input signals against the phase of the output signals.
Thus, the usage of synchronous memory elements im-
plies the necessity of afeedback loopand requires that the
output signals are in a well defined state, especially af-
ter reset. Although the design becomes delay-insensitive
the number of wired connections increases daramatically
because all gates - even combinational ones - require a
global reset line to operate correctly. It seems that every
attempt to exploit the features of the underlying hardware
violates the basic concept ofCALand requires additional
logic to avoid timing constraints. Therefore it appears
that the existing approach using RS-Latches is the best
solution for theFPGAprototyping platform. Further re-
search will investigate anASPEARimplementation using
the 3LE AND/OR-gate and testing thePhased Logicap-
proach1 [4] with the SPEARprocessor. Finally these re-
sults will be compared to the existing implementation of
theASPEAR.
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Abstract  
 
The threat for manufacturing industries of less 
developed countries is that, they have to com-
pete in the market with the highly sophisticated 
and multi-millionaire industries of the developed 
world, which is highly difficult if not impossible. 
Therefore, the primary purpose of this paper is 
to identify some of the important factors that 
would promote or inhibit investment on indus-
trial automation in LDCs in general and Ethio-
pia particularly. Using Force-field analysis 
technique; quality and productivity, globaliza-
tion, safety and employee motivation are found 
as driving forces while limited capital, lack of 
knowledge, lack of competent management and 
trained manpower, lack of government commit-
ment and infrastructure are found as restraining 
forces. Working to wards the use of a modified 
Multi-Functions Integrated Factory (MFIF) 
model is proposed to minimize the effect of the 
restraining forces. 
 
Keywords: LDCs, Driving forces, Restraining 
forces, Automation, Force-field Analysis (FFA), 
Multi-Functions Integrated Factory (MFIF) 
model. 
 
INTRODUCTION 
 
Present day manufacturing systems are very com-
plex. They are widely supported by recent achieve-
ments in computer technology and very often are 
highly automated. Obviously, automation is play-
ing a major role in the effort to produce better, 
faster and cheaper products along side manufactur-
ing business models and systems in conjunction 
with quality initiatives, tools and techniques. 
Manufacturing industry plays an important role in 
the economic development of most countries, 

however, least developing countries remains far 
behind achieving this benefit for many reasons 
among which are scarcity of skills and low level of 
technology. 
    Automation or industrial automation is the use 
of computers to control industrial automation ma-
chinery and processes, replacing human operators 
[1]. Automation on the factory level can be catego-
rized into hard and soft technology [2]. Hard tech-
nologies are hardware (and associated software) 
based technologies such as FMS, CAD and CAM, 
while, soft technologies on the other hand are tech-
niques such statistical quality control (SQC/SPC), 
just-in-time production (JIT), total quality man-
agement (TQM) and manufacturing resource plan-
ning (MRPII). 
   Even though such facilities and infrastructures 
are basic requirements for most industries in the 
developed world, it is rear to see such facilities in 
manufacturing industries of least developing coun-
tries. The author’s of this paper had the opportunity 
to look in to the facilities of about 30 industries in 
Ethiopia,  
one of the least of developing nations. It was only 
one metal and textile industry that was found 
equipped partly with the facilities mentioned 
above, whilst, most of the engineering faculties are 
equipped with the hard technologies and working 
on research towards introduction of the soft as-
pects. 
  
    Studies have shown that the successful imple-
mentation of automation can help to alleviate the 
typical problems exists in manufacturing industries 
of LDCs, which include underutilization of capac-
ity, poor quality, high scrap, long lead time and 
long down time. If implemented properly, there is 
no question on the gains such as increased produc-
tivity, improved quality, reduced down time and 
waste as well as increased safety. The question is 
whether companies are rich enough to invest on 
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such infrastructures to exceed their competitors on 
the global market, particularly manufacturing in-
dustries of less developed countries, unlike in the 
developed world, in which most simple manipula-
tion activities has been replaced with machines and 
technical systems, they have abundant and cheap 
work force who can work simple manipulation 
activities, but have scarce of skilled and responsi-
ble personnel for decision making, where penalties 
for wrong decisions are extremely high in the era 
of automation. 
 
    Introduction of automation demands more in-
vestment both in terms of cash and knowledge so, 
initiatives must be based on objective analysis of 
the companies’ internal and external environment. 
A review of the literature on implementation of 
automation shows that most of the studies reflect 
experiences of industries of developed countries.  
Therefore, the primary purpose of this paper is to 
identify the factors that would influence the suc-
cess of automation in LDCs in general and Ethio-
pian industries in particular and propose an idea for 
alleviating the challenges. Using Force-field analy-
sis technique, the paper highlights some of the 
important factors that would promote or inhabit the 
success of automation. 
 
    Force-field analysis is a method borrowed from 
the mechanical engineering discipline known as 
free-body diagrams. Free-body diagrams are drawn 
to help the engineer identify all the forces sur-
rounding and acting on a body. The objective is to 
ascertain the forces leading to an equilibrium state 
for the body [3]. Force-field analysis helps the 
team or managers understand the forces that keep 
things the way they are. Some of the forces are 
“drivers” that move the system towards a desired 
goal. Other forces are “restrainers” that prevent the 
desired movement and may even cause movement 
away from the goal. Once the drivers and restrain-
ers are known, the team can design an action plan 
which will 1) reduces the forces restraining pro-
gress and 2) increase the forces which lead to 
movement in the desired direction. 
 
   Multi-Functions Integrated Factory (MFIF) 
model is initiated with the aim to provide cost-
effective, agile and optimum ways to produce 
customer-driven Multi-Function Products [4]. 
 
   The paper is organized in such a way that section 
two discusses the methodology while section three 
and four discusses characteristic features of LDCs 
and the factors that are likely to promote or inhibit 
implementation of automation respectively and at 

last recommendations and concluding remarks are 
discussed. 
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Abstract — Due to the increasing usage of control sys-
tems in cars (e.g., ESP, stear-by-wire, brake-by-wire), the fact,
that more and more applications are also classified as safety-
critical, for instance according to the safety standard IEC
61508 [1], and the increasing complexity of software, there is
a strong need to improve the testing processes within the auto-
motive domain to ensure the quality of the developed systems.
We introduce the development of a testing framework using for-
mal methods. The test cases are automatically derived from
a model of the system under test based on the requirements
defined in the system specification. This is done by means of
model checking. Also the evaluation of the testing results is
automated to meet test quality criteria, e.g., coverage metrics.

I. MODEL-BASED TESTING

Our testing framework is based on the concepts of model-
based testing [2]. Inmodel-based testingthe test cases
are derived from a model of the system under test (SUT).
The resulting test cases are applied to the system under
test (Fig.1).
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test cases 
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of system  
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derivation of… 

concretization 
to… 
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Figure 1: Model-based testing

The model can be created manually (as part of or ad-
ditionally to the software development process) or can
be built automatically. The model has to beformal, i.e.
the system behavior must be depicted in an unambiguous
way, ideally as some kind of finite state machine defining
the possible system behavior. Because manual modeling
of complex software is expensive and time-consuming,
we are extracting the model from the source code.

A. AUTOMATED MODEL EXTRACTION

The C-source codeis examined by static analysis to
create thesyntax tree. For further testing analysis
also thecontrol flow graphis generated. By executing
the basic statements of the syntax tree the resulting
automaton modeldescribing the system states is build.
The description of the automaton model is formulated in
an automata language (e.g., SAL or SMV) [3]. See also
Fig.2.
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Figure 2: Model Extraction

II. TEST CASE GENERATION

Our aim is to find appropriate test cases matching the
system requirements. Consequently we are interested in
certain execution traces of the program. These traces can
be identified by means of model checking techniques [4].
Beside its original purpose for formal verification of sys-
tems, model checking has become an applicable tool for
test case generation [5]. In general, model checking is
used to verify a logic formula on a system model.
A way to use model checking for test case generation is
producingcounterexamples[6]: For finding a test case
corresponding to a specific system requirementf , we
state thatf is not feasiblewithin the system model.
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Figure 3: Test Case Generation

So we provide the negated formula¬f to the model
checker. The model checker searches the state space of
the model to prove if this formula is valid or not. In the
case of a violation of the formula¬f the model checker
dispenses a path on whichf is true (a counterexample).
This path is one instance of an execution trace of the pro-
gram, where the propertyf holds and can thus be used
as a test case to test the requirementf (see Fig.3).
In addition we are forcing the model checker to find test
cases by providing further properties. These properties
are derivatives and variants of the original requirements
from the specification.

III. RELATED WORK

Currently the elaborate techniques for test case genera-
tion introduced above have only been applied to a few
case studies (see for example [7]). The systems under
test are either very simple applications (especially hard-
ware with boolean data types) or mainly state-based sys-
tems, resp. applications of very high safety criticality, for
instance flight guidance systems in avionics, or nuclear
reactor safety systems. Both the modeling of the system
and the automated generation of test cases are extensive.
The testing effort for applications in the automotive do-
main is only reasonable, if it is possible to automate most
of the necessary steps.

IV. PRELIMINARY RESULTS

At the moment we can successfully extract the model and
generate test cases in an automated way. The conditions
for testing applications in the automotive domain differ
from the above case studies in several ways: In general,
the modeling for building the system is done with envi-
ronments like Matlab Simulink, the resulting models are
not formal. Only a small part of the application is state-
based, the main functionality of the control system under
test is influenced by multitude variables of scalar type.
The main challenge of the introduced test case genera-
tion method is the state space explosion for systems with
many variables of non-boolean type. There are attempts
to solve this issue by applying abstraction mechanisms
(e.g. [8]), but actually these mechanism are rarely auto-
mated.

V. FUTURE WORK

Our task is to apply automated abstraction mechanism to
reduce the state space, like data type abstraction, decom-
position of the system and counterexample refinement.
There is a lot of ongoing research to incorporate such
abstraction techniques mechanically to apply them with-
out human interaction [9]. Recently we are engaged with
reducing the complexity of the system model by abstrac-
tion to enhance the performance of the test case genera-
tion methods.
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Abstract — This work concerns the design and implemen-
tation of the distributed controlled system of a four wheeled
robot called ”Smart Car”. The Smart Car’s task is to navi-
gate through a static obstacle course by perceiving its immedi-
ate environment with the help of a combination of infrared and
ultrasonic distance sensors.

Figure 1: The Smart Car

I. INTRODUCTION

The initial motivation for the design of the Smart
Car, shown in Figure 1, was the need of a ”real-live-
demonstration object” for the TTP/A communication
protocol. TTP/A is a Time Triggered Protocol for SAE
Class A applications (TTP/A). This protocol is the latest
member of the family of protocols for theTime Triggered
Architecture(TTA) developed at theInstitut für Technis-
che Informatikat the Technische Universität in Vienna,
Austria. TTP/A has aSmart Transducerinterface stan-
dardized by theObject Management Group(OMG) [1]
with the purpose of interconnecting transducer (sensor
and actuator) nodes, providing hard real-time guarantees
for communication. TTP/A uses theInterface File Sys-
tem(IFS) [1] which provides a unique addressing sheme
for all relevant data in theSmart Transducernetwork, i.e,
transducer data, configuration data, self-describing infor-
mation, and internal state reports of aSmart Transducer.
Standardized in this fashion, TTP/A represents an inter-

esting option for various sensor network applications like
mobile robots. Existing projects on mobile robots typ-
ically use point to point wiring or event-triggered com-
munication systems like CAN [2] or Ethernet [3]. The
Smart Car also shows the utilization ofSensor Fusion[4]
which is the combination of sensor data of a number of
unreliable sensor measurements to a more reliable mea-
sure value. Furthermore robots always have and always
will fascinate people. Especially for students this rep-
resents an extremely attractive and challenging research
field.

II. SYSTEM ARCHITECTURE OF THEROBOT

The Smart Car’s operation can be categorized into four
main fields as shown in Figure 3 – software, electrical
hardware, electro-mechanical hardware and mechanical
hardware. The software layer consists of the application
software and the TTP/A-protocol software. The applica-
tion software exchanges data with the protocol software
running on the same node and performs the tasks which
are required for communicating in the distributed field-
bus network according to the rules specified in the pro-
tocol defnition. The electrical hardware layer consists
of a fieldbus network, complete with TTP/A nodes and
the car’s TTP/A communication bus. The smart car con-
sists of 12 ATMega 128 nodes like the one shown in Fig-
ure 2. Thefive sensor nodes(three infrared-nodes and

Figure 2: ATMega128 Node

two ultrasonic nodes) collect the raw data from sensors,
transform the data to a standardized digital representa-
tion, check and calibrate the signal, and transmit this dig-
ital signal via the TTP/A Protocol communication proto-
col. The four servo nodescontrol the servos on which
the infrared sensors are mounted and the servo which is
responsible for the steering direction. Thedisplay node
shows debugging information. Theengine nodecontrols
the speed of the vehicle. Thenavigation nodereceives
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the sensor data (already calibrated by the sensor-nodes)
and performs a navigation algorithm to find the best way
through the obstacles and sends the calculated steering
direction and speed values to the corresponding nodes.

All the nodes are arranged as a cluster, and exchange
information on a serial bus with the TTP/A protocol.

The electrical/electromechanical hardware layer
refers to the sensors, power supplies, servos, LED indi-
cators and other components such as additional power
supply busses. Themechanical layerconsists of the
main chassis of the Smart Car, which is an off-the-shelf
four wheeled model car fitted with a wooden mounting
board.

Figure 3: Hardware layers of the car

III. SHORT DESCRIPTION OF THENAVIGA -
TION ALGORITHM

Before the navigation algorithm can start, the navigation-
node collects the data from the sensor nodes and gener-
ates a grid with the”robust certainty grid algorithm” -
a fault tolerant sensor fusion algorithm that was devel-
oped by Elmenreich, Schneider and Kirner [5]. The grid
is seen by the car as a 17x10 array which represents a
170x100cm region around the car. The algorithm works
with at least three sensors and can tolerate repeated sen-
sor failures, with the ability to reintegrate recovered sen-
sors. The algorithm merges the sensor data of the sensors
and calculates ”obstacle-likelihoods” for every element
in the grid-array. When the grid-generation is completed,
the grid serves as an input for the navigation algorithm.
The navigation algorithm calculates - according to the
grid - the direction with the least risk and sends its re-
sult to the node controlling the steering-direction and the
speed of the car. If the algorithm cannot find a way, the
vehicle stops.

In a future version of the navigation algorithm we plan
to implement backtracking, which means that if the car

cannot find a further way, it navigates the same way back
and tries to take another way through the obstacles.

IV. RESULTS OF THE WORK WITH THE

SMART CAR

The work on the Smart Car has been performed within
the scope of a Bachelor’s Thesis. While the mechanical
hardware was available from previous projects, the work
included a redesign of the transducer network, the imple-
mentation of the Smart Transducers and the setup of the
Sensor Fusionand navigation subsystem.

The Smart Car acts as a model system for the research
on designing, configuring and debugging of TTP/A net-
works. The car is also used for sensor data generation for
the research on sensor fusion. The limited hardware re-
sources in embedded systems sometimes led to massive
problems, especially the complex dependable navigation
algorithm is a very recource-hungry application. While
coping with problems and pitfalls of programming em-
bedded systems, we also learned that debugging a dis-
tributed embedded system is a challenging job.

As such, the Smart Car acts as a Drosophila
Melanogaster for intelligent distributed embedded sys-
tems.
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Abstract — Checking the programming skills of students in
form of an exam is a common used practice at many schools
and universities. Testing such embedded programs is a tough
job due to limited debugging and test interfaces and typically
program functionality in the value and time domain. Moreover,
in our application task we also have a stringent requirement
for a fast testing phase, since there is a limited number of target
systems which are reused for subsequent examinations during
one day. In this paper we present an approach for an automated
evaluation of a student’s solution in such an embedded system.

I. INTRODUCTION

The exam regarded for this work consists of an exam
with a preparation phase on paper, a life programming
phase on a computer and an evaluation and testing phase
on embedded hardware. As a result we only regard if
the student suceeded to program the embedded hardware
successfully, thus this is binary decision between either
”correct” or ”incorrect”. If the exam is done on computer
and real hardware, like ours, the possibility to evaluate
the coded program is very important.
One of the biggest problems in this kind of examina-
tions comes by getting close to the end of the working
time, when every student wants to be sure her/his pro-
gram works correctly and meets all specifications. Usu-
ally a supervisor has to evaluate the students program. In
case of embedded systems programming this is not al-
ways easy, because it is very difficult to check a specifi-
cation due to limited I/O and debugging features (e.g. the
result of a program may only be a flashing LED) and the
temporal aspect (e.g. it is difficult to exactly tell, if the
blinking frequency of the LED meets the specification).
There are just two possible solutions for this problem.
Reviewing the solutions manually after the examina-
tion day is not economically, since reviewing involves
downloading the program to the embedded hardware and
checking the program behavior - a sumptous and com-
plicated task in embedded systems that would take days.
Moreover, the students like to have feedback on the cor-
rectness of their programs during examination in order to
decide when they can move on to next exam task.
Therefore, we aim at an automated evaluation during the
exam time which instantly gives the student feedback
about the correctness of her/his work. This would im-
prove our exam situation in two ways. First, we do not
need stuff to give the students information if their pro-
grams are working correctly, because every student can
evaluate her/his program at any time using the automated
test system. This means that the supervision personnel
can look after the real problems (hardware faults, spec-

ification problems ...). Second, there is no time needed
after the exam to review all work. This means at the end
of the examination every student knows if the solutions
she/he produced were correct or not.
Currently, there does not exist much published work on
automated evaluations for embedded programming ex-
ams. A notable exception is the work presented in [1],
which focuses on the automatic evaluation of embedded
systems homework and exams.

II. EXAM SETUP

It would be important to find an environment setup for
the exam which meets some security rules. Therefore it
is useful to turn off/restrict access to the internet and pro-
vide no possibilities for students to get data in and out
using digital media.
“Figure 1” shows the principle of this system consisting
of four parts:
Task specification; In contrast to evaluation by hand an
automated evaluation system needs a much more detailed
specification to be accepted right by the evaluator. In
most cases the students’ solution will manipulate some
kind of information got as input and hand it to the eval-
uator, which decides if the manipulation was done right.
This means the output format has to be exactly defined in
the task specification. If the evaluator is not programmed
to be tolerant the difference between a good and bad pro-
gram may be found in the missing ‘\r’ in the new line
statement ‘\r\n’. When evaluating solutions with ana-
logue variables, it is required to define tolerances, espe-

Figure 1: The principle of the automated evaluation
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cially if the analogue variable is digitalized.
Second, thesample solution. It’s task is to exclude hard-
ware faults and demonstrates the students how the right
solution should behave. Therefore, it is very important
that the sample code is correct and very well tested, oth-
erwise the students could be confused and they will not
trust the automated assessment even if the evaluation it-
self works correctly. Another sample solutions’ require-
ment is, that it must be possible for the evaluator to distin-
guish between a sample solution and a student’s solution,
while for the student there should be no difference be-
tween the task specification and the sample solution. For
example if the challenge is to generate a counter, increas-
ing its value from 0x00 to 0x7F it might be an good idea
to reserve the MSB for indicating the sample solution,
if set. Nice side effect in this case is that the evaluator
doesn’t need to check for overflow of the counter, be-
cause it will then be determined as sample solution and
not accepted as a correct student’s solution.
The evaluatoris the third – and main part – our system
consists of. It does the evaluation if the student’s pro-
gram meets the specifications (or not), or if the running
program is the sample program, and gives feedback about
this information to the PC. The communication between
the Gateway Node and the PC is realized with a small
Client-Server-protocol “Figure 2”. The client (PC) sends
a request to the Gateway Node containing an unique id
(the Matrikelnummer has been approved working very
well). If the Gateway Node receives the request it might
start the evaluation process (if the students program is
waiting for explicit input) or just get the evaluation result
from the evaluator. Next step is to digitally sign the id
previously transmitted. We do this as a security trait, so
we can ensure that the response is really from our Gate-
way Node and not forged by some student. The com-
plexity of this signature is determining for the security
of the whole system. If this algorithm can be found out
by students it would be possible to fake a response of the
Gateway and get points for a task which wasn’t solved
correct. Ifchack specifies the costs to find out the algo-
rithm of the signature andcsolve are the costs to solve the
exercise legally the following connection should exist

csolve � chack (1)

This could be reached by reducing the given time and
complexity of the problem the students should solve or
by increasing the complexity of the digital signature.
Since the microcontrollers are very powerful today also
strong cryptography algorithms could be chosen. Due
to the limited time every student has available on the
machine, the limited possibility to compare different
signed ids, and the missing chance to get the signed
ids out of the lab without memorizing it, also weaker
signature methods reach an adequate level of security.
The fourth, last, but therefore not least important, part of
the automated evaluation system is theclient application
which is located at the students PC. When a student
wants to check if the solution she/he programmed
during the exam fits the specification she/he starts the
client program, which does the previous described
communication with the Gateway Node. The application
can differentiate 4 states. If the protocol aborts because

Figure 2: Client Server protocol between PC and Gate-
way Node

of some reason (hardware failure, connection failure,
...) the application will report a ‘communication error’
otherwise the application will report if the evaluated
program works correctly, incorrectly, or is the sample
program. If the student’s solution is correct it will
save the returned signed key in a specified hidden file
in the user’s home directory. The results have to be
stored locally, because in the exam environment the
network is turned off for security reasons. If a successful
evaluation happened once, the exercise will be marked
as solved, even if a later evaluation would report a wrong
solved exercise. This means, that it is very important
to minimize the possibility that the evaluator reports
wrong solutions as correct. One option to ensure that
no incorrect solution is accepted is to use a significant
number of test cases to decide if a program works well.

III. CONCLUSION

We have designed an automatic evaluation system for
embedded systems programming exams that allow a fast
on-site evaluation of the students’ solutions. In the design
we have regarded aspects of test tolerance and evaluation
faults as well as security aspects. The system has been
used in the course ”Embedded Systems Programming”
for the evaluation of two programming tasks, which have
been given to 70 students. The results promise a depend-
able and fair possibility to evaluate student’s work with
reduced effort for tutors and the teaching personnel.
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Abstract — In order to assess and prevent noise emmission
in the environment of traffic routes, prognosis models for wave
propagation are of interest for many applications. This con-
tribution introduces a new model for wave propagation and
simulation in layered orthotropic media. The model uses a
component-wise Fourier transform to obtain the general solu-
tion within one layer. After that, balances at layer boundaries
are used to obtain a grid of stress and displacement vectors.
The accuracy of the model is tested, and results are presented.

INTRODUCTION

The simulation of vibrations induced by machinery and
traffic has become of increasing concern within the last
decades, due to frequent construction of high speed trains
and mass rapid transport systems. The soil is assumed to
consist of n orthotropic layers. For each layer, the fol-
lowing parameters are needed: the shear modulusG, the
Young’s modulusE, the Poisson ratiosν, the densityρ
and widthd. Additionally, homogenous behavior in the
horizontal directions is assumed:Ey = Ex, Gyz = Gzx,
andνyz = νzx hold. As can be found in [1], the wave
equation takes the special form

Bσ + ρω2û = B̂ED̂û + ρω2û =: Âû = b̂. (1)

for a differential operatorB, whereb is some external
force. We denote the Fourier transform̂f of a func-
tion f(α) by Fα,kα

(f)(kα). The displacement vector
u := u(x, y, z, t) is Fourier transformed in all directions,
yielding û(kx, ky, kz, ω) Thus, the differential operator
D is substituted by the polynomial operatorD̂. The trans-
formed wave equation then takes the form

B̂ED̂û + ρω2û =: Âû = b̂, (2)

whereÂ andH := ED̂ are symmetric. In order to cope
with the boundary conditions, it is useful to implement a
grid in (kx, ky, ω).

DERIVING THE EQUATIONS

THE GENERAL FORM OF A SOLUTION

The conditiondet(Â) = 0 is necessary for solutions
of Âû = 0, û 6= 0 to exist. The roots of the poly-
nomial det(Â(kz)) are denoted byκ, and the vectors

of the corresponding kernel be denoted asΨ. As the
model assumes the media to be layered with respect to
thez-direction, thereforêu is transformed back over the
z direction, yieldingũ(kx, ky, z, ω). By variation of con-
stants, the general form of the solution can be expressed
as

ũ =
6

∑

i=1

(ch,i + cp,i(z))Ψi exp(jκiz), (3)

σ̃ =
6

∑

i=1

(ch,i + cp,i(z))HiΨi exp(jκiz) (4)

for z-dependent coefficientscp,i(z) from a particular so-
lution.

CALCULATION OF STRESS AND DISPLACEMENT VEC-
TOR AT LAYER BOUNDARIES

In order to derive the equations for the particular solution,
a discrete impact at at depthd inside a layer is assumed.
This yields

p̂(kx, ky, kz, ω) = exp(j(x0kx + y0ky + z0kz + t0ω))f.
(5)

As the model is invariant to translation, the origin of the
coordinates(x, y, z, ω) is set to the point of impact, so
that p̂ = f. Note that if the origin is assumed in the
middle of the layer, a transformation factorexp(zp) is
yielded A Fourier backward transform giveŝp as right
hand side of Eq. (2). It is to be taken into account that the
balance of stresses only holds for the components that act
at the interface of the layer boundary. A layer with width
d is considered, loaded with an impact vectorp̂ in depth
dp. The layer is split at the depth of the impactdp, and
two layers with identical material parameters are derived.
For the upper virtual layer let̃uuand ũm be the trans-
formed displacement at the upper and lower boundary,
respectively. For the lower virtual layer, letũn andũn be
the displacement vector at the upper boundary andũd the
one at the lower boundary. Obviously,ũm = ũn holds.
The equations for displacements and stress at the point of
impact can be established now. The stress vectorsσ̃r,m

andσ̃r,n at the virtual layer boundary differ bŷp. The co-
efficient vectora (for the solution in the upper layer) and
b (for the lower layer) consist of homogenoeous and par-
ticular part,a = ah + ap, b = bh + bp. whereah = bh.
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The particular partbp = 0 as the lower virtual layer is
treated as an unloaded layer. The particular partap has
to satisfy

ũp,m =
6

∑

i=1

ap,iΨi = 0, σ̃p,m =
6

∑

i=1

ap,iHr,iΨi = p̂.

(6)
The coefficient of the displacements and stresses of the
unified layers are denoted byc = ch + cp. The partic-
ular component of the solution is given bycp = ap =
M−1p̂0. Correction factorsexp(± 1

2
jκid) arise compo-

nentwise for the layer boundaries due to the position of
the origin, exp(jκizp) for the particular solution. The
matricesΘ andΞ, as well as the vector̃p, allow to rewrite

ũ =: Θch +
(

Θup̃

0

)

= ũh + ũp, (7)

σ̃r =: Ξrch +
(

Ξr,up̃

0

)

= σ̃r,h + σ̃r,p. (8)

whereΘu,Ξr,u consist of the upper three rows ofΘ resp
Ξr. Substitutingch = Θ−1(ũ− ũp) into the stress equa-
tions, and definingK := ΞrΘ−1, it holds that

σ̃r = ΞrΘ−1(ũ− ũp) + σ̃r,p = Kũ−Kũp + σ̃r,p, (9)

for a loaded layer. The case for an unloaded layer can
easily be deduced from the general case by setting the
partial component to zero.

BALANCE AT LAYER BOUNDARIES

Now, a system ofn layers is considered. The layers are
numbered in the canonical way, such thatũi is the dis-
placement at the upper boundary of thei-th layer. For
unloaded layers, the balance of stresses yields

Ki,d

(

ũi

ũi+1

)

= Ki+1,u

(

ũi+1

ũi+2

)

(10)

BOUNDARIES OF LOADED LAYERS

The layerk is assumed to be loaded. Let the indicesh
andp denote the homogeneous and the particular part of
the solution. With̃σk,u = σ̃k−1,d it holds thatσ̃k−1,d =
σ̃k,u = σ̃h,k,u + σ̃p,k,u, and as the stress vector at the up-
per boundary takes the form̃σk,u = Ξk,u(ck + p̃k) (see
Eq. (7)), the balance of stresses at the layer boundaries
can be established. For the displacementũ1, which oc-
curs at the boundary between air and soil, the boundary
conditions are assumed to be of von Neumann type. For
the bottom halfspace, boundary conditions are derived by
Sommerfeld conditions.

SYNTHESIS

Again, a system ofn layers is considered, including the
k-th one, which is assumed to be loaded. Putting together
the results, the equation to be solved is established defin-
ing the supervectorU := (ũ1, . . . , ũn)T . So, it delivers a
linear equationLU = V, whereL is ann×n block band
matrix with3× 3 blocks.

Figure 1: The relative error ofU for a four layer system;

OBTAINING THE GRIDS

With the solutionU it is possible to compute the stress
vector as well as the displacement vector at arbitrary
points. By implementing a grid in thez-direction, the
four dimensional grid in(kx, ky, z, ω) can easily be de-
rived by evaluating inz. A Fourier back transform inkx

andky finally yields a grid in the coordinates(x, y, z, ω),
which was the intended result.

TESTING THE MODEL

Results were computed for(kx, ky) ∈ [−10, 10]2, ω =
10 kHz.
Numerical Accuracy: The numerical stability is
checked by running a symbolic computation software
(MAPLE 9.5) with the data, and comparing the results
to the ones of the C++ program. accuracy up to the fifth
decimal position is detected. The relative error is smaller
than1.6 ∗ 10−13.
Physical consistency: The second test is checking phys-

ical consistency. For a system of layers, the solution is
computed. By introducing a virtual layer boundary at a
random depth, one layer is split in two with identical ma-
terial parameters. The results must coincide at the layer
boundaries(9). The relative error is smaller than10−5.
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Abstract — This contribution deals with definition 
of power equivalent Gaussian beam (PEGB) that is 
needed for both standard power budget process of 
optical wireless link (OWL) and laser beam model-
ing. Measurement of geometrical and power char-
acteristics of the laser beam is presented. 

The PEGB calculation becomes from the analogy 
between relative intensity distributions and the 
normal distribution. The intensity distribution is 
based on the measurement of the elliptical symme-
try beam spot according to the Gaussian curvature.  
The derivation of PEGB is based on two precondi-
tions: the PEGB transmits the same power with the 
same on-axis intensity. 

I. INTRODUCTION 
Using the circular symmetry optical beam makes the 
modeling of OWL function easy. In practical, how-
ever, a laser diode with elliptical spot as a transmitter 
is used (see Figure 1) and simultaneously circular 
optical elements (lenses, photodiodes, etc.) are ap-
plied. This is reason for definition PEGB supported 
by measurement of the total transmitted power ellip-
tical symmetry, beam radiuses wx(z) and wy(z) of the 
wavefronts of a Gaussian beam. 

 

 
Figure 1: Normalized beam intensity Ir distribution at 

elliptical symmetry beam’s spot 
 
The beam radiuses wx(z) and wy(z) are defined in 

[1] as a radial distance from beam axis, where is the 
relative intensity decrease to e-2 (circa 13.5%). These 

values should be either taken from the measurement, 
using the Gaussian curve approximation (Figure 2).  
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Figure 2: Normalized beam intensity Ir distribution, 
get by measured values approximation. 

 
The approximation is given by 
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where the mean μx = 0 and the variance σx is given by 
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According to this, the whole relative beam intensity 
is given as a multiply of a single axis relative beam 
intensities 
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For the circular symmetry beam is it 
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The definition of PEGB results from mathematical 
comparison both the total power in real elliptical 
symmetry beam and total power calculated in circu-
lar symmetry PEGB. The total power in circular 
symmetry Gaussian beam is the double integral of 
the optical intensity over a transverse plane S(x, y), 
say at a distance z [2], 
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where I0 is the optical intensity on the beam axis at a 
distance z. Total power of the elliptical symmetry 
beam is given analogically by 
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We introduce the wx to wy ratio k as a ratio of main to 
auxiliary elliptic radiuses, so  
 
 ( ) ( )x yw z kw z= , (7) 
and 
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The easier way to calculate these integrals over the 

whole x, y plane in based on using the axis transfor-
mations. The total powers are 
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PEGB is defined as a circular symmetry Gaussian 

beam with the same total power and the same optical 
intensity on the axis as a real elliptical symmetry 
beam. Following this definition we can calculate the 
radius wPEGB of PEGB by comparison of (9) and (10) 
or (11). The result is  
  

 
PEGB
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k
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PEGB ( ) ( ) ( )x yw z w z w z= . (13) 

II. CONCLUSIONS 
The given result shows the advantage - the calcula-
tion of PEGB parameters is easy and allows us to 
work with elliptical beams, in spite of calculating 
with circular ones. 
 

Even that, in some cases, where the circular laser 
beam spots are necessary, we are able to collimate 
the laser beam using the combination of two cylin-
drical lenses or using the prism pair. This solution is 
surely better, but increases the overall costs. 
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Abstract — In the automotive and avionics industry the ap-
plication of real-time communication has become self-evident
over the last years. However, most real-time protocols are not
adequate for heterogeneous, deeply embedded distributed sys-
tems as they require a lot of resources and their implementation
is hardly portable. In addition, only a few features of these
complex protocols are used in such applications.
After the analysis of various real-time protocols we have cre-
ated and tested a portable version of the TTP/A protocol on
the hardware of the Tinyphoon, an autonomous research robot
developed within CLARA.

I. BACKGROUND

The growing complexity of embedded systems leads to
modular and distributed systems, which allow consider-
ing each subsystem on its own and increase the flexibility
and the reusability of the system. Temporal requirements
do not only concern each single subsystem but also the
communication system providing the interconnection.

This work compares various standard and real-time
protocols and discusses their applicability in deeply
embedded systems considering the Tinyphoon1 soccer
robot[1] as a case study. The Tinyphoon is a small au-
tonomous and mobile robot in the shape of a cube with
a side length of 7cm. It is designed in a modular way
and consists of three subsystems: one for vision (Vision
Unit), one for decision making (Decision Making Unit)
and one for locomotion (Motion Unit). The architecture
of the Tinyphoon robot is shown in figure 1.

Vision Unit Two cameras mounted on a rotatable head
take pictures simultaneously. Each of them is processed
on a separate core of a dual-core Blackfin DSP2. Another
DSP calculates a 3D image and performs object recogni-
tion. An ARM7-TDMI processor is used for communi-
cation.

Decision Making Unit An embedded 32-bit processor
running either Linux or Windows CE merges data re-
ceived from the sensors, the vision unit and other robots

∗Consortium and Laboratory on Advanced Robotics Architectures,
a working group of the Center of Excellence for Autonomous Systems
of the Vienna University of Technology

1www.tinyphoon.com
2Digital Signal Processor

Figure 1: The Architecture of the Tinyphoon Robot

to create a world model and makes decisions based upon
that model. This unit also uses an ARM7-TDMI proces-
sor for communication.

Motion Unit The main task of this unit is the feedback
control of the motors. A Blackfin DSP acts as a copro-
cessor for path planning that needs a lot of computing
power. A gyro, a magnetic field and two two-axis accel-
eration sensors are also integrated on the Motion Unit.

II. PROBLEM STATEMENT

Currently the communication is implemented in an event-
triggered way using the CAN protocol. The timeliness of
the communication cannot be guaranteed because it de-
pends on the cooperation of every subsystem. The be-
havior of the modules is only defined in the functional
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domain but it remains undefined in the temporal domain.
Therefore, the system lacks temporal composability[2].
Hence, a real-time communication system is required
that allows a global scheduling of the communication and
fits the special needs of mobile, small and deeply embed-
ded, distributed systems that operate in a rapidly chang-
ing environment. Additionally, a strategy is needed for
making software implementations of real-time systems
highly portable.

Normally, in real-time systems safety and fault toler-
ance are the most important criteria whereas size, cost
and power consumption are rather negligible. By contrast
in deeply embedded systems such as the Tinyphoon robot
space and energy are of primary concern while fault tol-
erance is not considered. Thus, a fast but resource saving
real-time communication system is required that delivers
information to the subsystems in time and with a minimal
jitter.

III. CREATING THE ON-BOARD TIME-
TRIGGERED COMMUNICATION SYSTEM

We have analyzed CAN[3], LIN[4], TTP/A[5], TTP/C[6]
and the Flexray[7] protocol, considering size (in the
RAM/ROM or on a printed circuit board), maximum
communication speed, availability (hardware, software,
intellectual property), real-time features, the application
programmer’s interface and licensing issues. CAN is
integrated on many microcontrollers in hardware, LIN
and TTP/A are available in software and TTP/C and
Flexray implementations are available in the form of ex-
ternal communication controllers. Real-time communi-
cation with CAN can only be realized using an additional
TDMA3 scheduling on top of the core protocol or using
time-consuming polling. LIN uses polling innately that
allows real-time communication but lacks efficiency.

Therefore, we have decided to adopt the TTP/A proto-
col, because of its excellent efficiency and the availabil-
ity of an open source C implementation for Atmel’s 8-bit
RISC AVR platform. TTP/A is completely implemented
in software and, besides an interrupt-enabled UART4 and
an interrupt-enabled timer unit, that are integrated on
most off-the-shelf microprocessors, no additional hard-
ware is needed.

Various 16-bit (Infineon XC167) and 32-bit (Philips
LPC2119) processor and DSP (Blackfin family) archi-
tectures are used on the Tinyphoon. Therefore, soft-
ware implementations of real-time protocols have to be
highly portable to avoid the need of maintaining multiple
versions. Currently all important C compilers conform
to the ISO C 90 standard[8]. Language constructs de-
fined in later standards (e. g. inline functions) have to
be avoided, because not all compilers are able to under-
stand them. Anyway, the keyword inline is only a hint
and may be ignored by the compiler even if it is under-
stood. Hence, macros have turned out to be the only re-

3Time Division Multiple Access
4Universal Asynchronous Receiver Transmitter

liable means that are available on all C compilers and
that are suitable to encapsulate time critical functionality
that is hardware-specific. So a hardware abstraction layer
based on macros has been introduced, which minimizes
and isolates platform-specific parts of the source code.
To prove the concept, TTP/A is currently ported from the
8-bit AVR architecture to a 32-bit ARM processor.

IV. CONCLUSION

Within the context of this work a portable version of the
TTP/A protocol has been created. It allows adapting
TTP/A to new hardware architectures very rapidly and
provides an efficient real-time protocol for the use in em-
bedded systems. The effort of maintaining the core proto-
col source code has been confined because the hardware-
independent parts of the protocol code remain unchanged
during the process of porting. Current evaluations on an
ARM7 TDMI core and an Atmel AVR have demonstrated
the portability. In the future we plan to adopt the TTP/A
protocol to support high speed applications that deal with
large chunks of data as it is necessary for sharing image
recognition data and complex world models among dis-
tributed components on the Tinyphoon.
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Abstract — This paper briefly describes procedures
which make it possible to detect and remove blotches from
optical sound tracks. Hereby the restoration is carried out
in image domain with the special aim to retain the au-
thenticity of the scanned optical sound track. This means
that the original sound quality of the movie during its
original showing should be retrieved.
The methods developed were realized using MatLab which
provides a vast set of tools with its image processing tool-
box.

I. Introduction

Film-recordings from the beginning of the 20th
century are subject to deterioration. This is caused
by the changing chemical characteristics of the
original material. Therefore almost 90% of all silent
movies and half of all sound movies produced before
1950 are irreparably destroyed [1].
Film-restoration and film-preservation have been
done for decades, whereby both were done manually
and not in digital form.
Due to the progressive development of technical
equipment and steadily declining prices it is nowa-
days possible for institutions, such as universities,
to carry out research on digital restoration [2].
MatLab provides a vast set of tools, especially in
cooperation with the ”Image Processing Toolbox”,
for the development of restoration-methods.

II. Specification of Optical Sound

The procedure of optical sound recording gives the
possibility of storing the audio track on the film.
The principle of this procedure is the same for an
audio track as it is for the picture. For display-
ing the picture or playing the audio the material
is scanned using light dependent sensors. The col-
lected light is converted into electrical signals which
are amplified[3]. The principle is shown in Figure 1
which also gives an idea of how minute an optical
sound track is in comparison to the film-picture.

Figure 1: Principle: Optical Sound

III. Experiments

A. Blotch Detection

The procedure of blotch detection is shown in Figure
2. First the input image is binarised and then the
edges are detected using a canny edge operator.
The remaining objects are morphologically closed
and thinned. The the blotch skeleton is filled using
a scan line algorithm.

Binarisation

Edge Detection

Closing

Thinning

Object Filling

Region Marking

Figure 2: Scheme: Blotch Detection
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B. Blotch Restoration

The procedure of blotch restoration is shown in Fig-
ure 3. The blotch is cut out in a rectangular area
where the track is then rotated in x direction in ex-
tent of y as shown in Figure 4. During the rotation
the ”sum of all differences” between the rotating and
steady part is calculated simultaneously. The best
fit will be copied to the missing region.

Track with Blotch

Rotate Track

Calculate SAD

Copy Best Match

Blotch Removed

Remove Blotch-Box

Figure 3: Scheme: Blotch-Restoration

Figure 4: Rotation: Finding ”Best Match”

IV. Results

A faulty area of the scanned optical sound track with
blotch is shown in Figure 5. This type of blotch is
very common and appears when there is dirt on the
film positive during the copying process. It can also
be seen that the other traces are symmetrical and
carry no noticeable greater faults.

Figure 5: Sound Track with Blotch

After applying the methods for detection and
removal of blotches the previously faulty area of the
sound track appears as shown in Figure 6.

Figure 6: Restored Sound Track
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Abstract — In this paper, we consider the forward 
error correction schemes suitable for ultra wide-
band communications and present the preliminary 
error performance results obtained using convolu-
tional encoding and Viterbi decoding schemes in an 
additive white Gaussian noise channel environment. 
The results indicate a coding gain of over 5 dB at 
an error floor of 10-6. In addition, super orthogonal 
codes and serially concatenated convolutional 
codes have the potential to offer an enhanced error 
performance.  

I. INTRODUCTION 
Forward error correction (FEC) coding is an integral 
part of system design in new generation wireless 
communication applications. It is a commonly used 
means of achieving data transmission with low error 
rates. Ultra wideband (UWB) is an emerging wire-
less technology in the personal area network (PAN) 
domain, wherein very high data rates and GHz fre-
quency bands are common phenomena. Hence, their 
system design requirements are demanding and quite 
different than conventional wireless technologies.  

Convolutional encoding and Viterbi decoding are 
recommended in UWB specifications. A few new 
techniques such as super orthogonal convolutional 
codes have been proposed lately. There is enough 
scope to experiment with new, novel FEC schemes, 
such as parallel and serially concatenated convolu-
tional codes, in order to enhance the performance 
further, and support future applications.  

A short description of UWB technology is pro-
vided in the next section. The subsequent section 
deals with FEC schemes used in UWB and their 
salient features. The final section depicts some of the 
experimental results we’ve obtained so far. 

II. ULTRA WIDEBAND TECHNOLOGY 
UWB is a new emerging radio design standard and is 
based on transmitting very short-duration pulses, 
often of duration of only nanoseconds or less, 
whereby the occupied bandwidth is very high. This 
allows it to deliver data rates in excess of 100 Mbps, 

while using small amounts of power and operating in 
the same bands as existing communications, without 
producing significant interference. UWB is funda-
mentally different from all other radio frequency 
communications, in that it achieves wireless commu-
nications without using a sine-wave RF carrier. In-
stead, it uses modulated high-frequency low-energy 
pulses of less than one nanosecond in duration. 

 UWB is still under development. However 
first UWB chip sets are already available. This is 
valid for IEEE802.15.3 and for IEEE802.15.3a stan-
dards, although the latter is yet to be completed. 
UWB has the potential to replace WLAN or Blue-
tooth for short range applications. Advantages in-
clude higher transmission speeds (at least for point-
to-point connections), resistance against multipath 
fading and the intended price level [3]. 

III. FEC SCHEMES 
Interference issues pose restrictions on the maximum 
data rate that can be supported. One way to overcome 
the destructive effects of interference and simultane-
ously maintaining a certain performance level is to 
apply error correction coding.  

 
Code 
Type 

Constraint 
Length & 
Generator 

Polynomials 

Rate Implementation 
Requirements 

Convolu-
tional 

Constraint 
length L=6, 
Generating 
polynomial 

(65, 57) 

½ 
or 
¾ 

Mandatory for 
Tx: Rate ½ & ¾
Mandatory for 

Rx: Rate ½ 
Optional for 
Rx: Rate ¾ 

Convolu-
tional 

Constraint 
length L=4, 
Generating 
polynomial 

(15,17) 

½ 
or 
¾ 

Mandatory for 
Tx: Rate ½ & ¾

Optional for 
Rx: Rate ½ & 

¾ 

Table 1: Summary of FEC schemes for UWB [4] 
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UWB specifications recommend the use of convo-
lutional encoding and Viterbi decoding for FEC [4]. 
Table 1 provides the salient features of these sce-
hems. 

An error correction coding scheme dedicated for 
UWB-IR communications should: be of low com-
plexity, be scalable, provide reasonable bit error rate 
(BER) performance, and introduce very small delays. 
Super orthogonal and turbo super orthogonal codes 
are some of the potential candidates. 

A. SERIALLY CONCATENATED CODES 
As shown in Figure 1, serially concatenated convolu-
tional codes consist of a series made of an outer 
encoder, an interleaver and an inner encoder. The 
scheme can be generalized to n cascaded encoders 
with n–1 interleavers in between.  

These codes could be tried in place of their parallel 
concatenated counterparts, namely turbo codes.  
Since a-posteriori probability algorithms are more 
complex for block codes than for convolutional 
codes, and as the interleaver gain is normally higher 
for properly designed convolutional constituent 
codes, serially concatenated convolutional codes are 
more suitable for practical applications. 

 

 
 

  Figure 1: Rate-k/n serially concatenated convolu-
tional code (n, k, N) 

IV. EXPERIMENTS AND RESULTS 
Error performance of a rate-1/2 convolutional code 
with constraint length L=6 and generator polynomial 
(65, 57) is depicted in Figure 2. Decoding is per-
formed by the soft-decision Viterbi algorithm. An 
AWGN channel is considered. It is evident that the 
convolutional scheme yields a coding gain of about 
4.5 dB at an error floor of 10-5 and furthermore, a 
coding gain of over 5 dB seems achievable at an 
error floor of 10-6. 

Our future work will focus on relevant tasks in the 
direction of enhancing the error performance of 
UWB further. More complex scenarios of the FEC 
scheme used above and, in addition, the use of other 
coding schemes mentioned above would be consid-
ered. 
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Abstract — This paper presents a proven correct implemen-
tation of a distributed topology construction algorithm based
upon agreement on minimal-weight clusters for creating a ∆-
regular, ∆-node connected fault-tolerant communication net-
work. It adapts to crashing nodes, moving nodes and chang-
ing communication cost. We analyze the requirements imposed
upon the system model by this class of agreement-based al-
gorithms and show that our implementation works in asyn-
chronous distributed systems augmented with unreliable failure
detectors.

I. INTRODUCTION

During recent years, wireless networks without fixed in-
frastructure (“ad hoc networks”) have become of increas-
ing importance. A particularly critical component with
respect to energy-efficiency and fault-tolerance is topol-
ogy control [1], i.e., constructing a suitable topology
for connecting the wireless nodes. Formally, we want
to map a communication graph containing all possible
links between nodes onto an overlay graph whose con-
nections are a suitable subset of those links. In ad hoc
networks, this needs to be done in a decentralized way.
Our topology construction method is based upon a clus-
tering scheme which recursively forms groups consist-
ing of ∆ fully-connected nodes agreeing on a certain
joint minimality condition. These groups are treated
like single nodes subsequently. Based on this scheme,
which so far has been introduced in a centralized ap-
proach only [2], this paper introduces a fully distributed
algorithm constructing and continuously maintaining a
∆-regular and ∆-connected overlay graph, providing
fault-tolerant multi-hop communication by ensuring that
∆ node-disjoint paths exist between each two nodes.
Furthermore, the ∆-regularity provides power efficiency
in large-scale wireless networks by ensuring that every
node has exactly ∆ connections.

II. TOPOLOGY CONSTRUCTION METHOD

We will use the example in Figure 1 to illustrate the gen-
eral idea of the construction method [2,3]: The algorithm
starts with a communication graph G, where arbitrary
edge weights represent communication costs. Figure 1(a)
shows the communication graph G with communication
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Figure 1: Communication Graph (a), Overlay Graph (b),
Topology (c)

costs represented by distance. From this graph, the al-
gorithm constructs an overlay graph G′ for a given ∆.
Figure 1(b) depicts such a graph for ∆ = 3, and Fig-
ure 1(c) provides the tree representation corresponding
to the constructed topology.

The basic grouping principle of the algorithm can be
seen in Figure 1(b): Each of the ∆ members of a group
is connected to all of the ∆ − 1 other members (internal
connections) and has exactly one connection left (exter-
nal connection). Since there are ∆ members in a group,
a group has ∆ external connections left, which are avail-
able in higher level groups. From the point of view of
higher-level groups, groups hence look like nodes.

For example, in Figure 1(b), the regular nodes
(1, 2, 3), (4, 5, 6) and (8, 9, 10) are combined into groups
with id A, B and D, respectively. Such a group is formed
if all members agree upon the fact that the sum of the
weights (i.e. the communication cost) of their internal
connections (e.g. 4 − 5, 4 − 6, 5 − 6) is minimal over
all alternative group constructions. It has been shown
that this overlay graph provides features such as fault-
tolerance, power efficiency, link weight flexibility and
failure-locality.
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III. THE ALGORITHM

1 periodically /∗ PROPOSE GROUP ∗/
2 let the propose module generate a new group proposal
3 broadcast it to the terminal nodes of all proposed members
4 if all participants agree that the new proposal is better
5 all participants join the proposed new group
6
7 periodically /∗ CHECK GROUP ∗/
8 check for group consistency
9 if group is consistent

10 recalculate group weight
11 else
12 all participants leave the group

Figure 2: Generic construction algorithm

Based on this scheme we provide as our main con-
tribution a distributed, proven-correct algorithm which
builds up and continuously maintains the ∆-regular and
∆-connected overlay graph, continuously adapting it to
the needs of the wireless network (e.g. moving nodes,
crashing nodes, newly added or returning nodes). As a
by-product, the algorithm produces a hierarchy of clus-
ters represented by a ∆-ary tree that reflects the node
“density”. This property can be used in higher level ser-
vices, like data aggregation in sensor networks, routing,
naming, as well as geo- and multicasting. Group pro-
posals are provided by a separate component (the pro-
pose module), which can be network-specific and allows
to trade construction complexity for minimality of the
weight sum of the overlay graph (and hence overall en-
ergy efficiency, for example).

The algorithm requires

– a potentially fully-connected weighted network.

– our construction algorithm and a propose module
(such as the ones developed by Thallner [4]) run-
ning on each node.

– a non-blocking weak atomic commitment service
[5].

– crash-failure [6] or crash-recovery [7] semantics.

– a stable period, during which there are no changes
of the connection weights, no nodes are added or
removed, and the non-blocking weak atomic com-
mitment service does not make any mistakes.

The algorithm itself does not contain any explicit syn-
chrony assumptions such as upper bounds on message
transmission delays or restrictions regarding processing
speeds, i.e., it works in every asynchronous system satis-
fying the requirements stated above.

Figure 2 contains a very high-level description of the
algorithm. Due to size limitations, the annotated, de-
tailed pseudo-code implementation and its correctness
proof are omitted from this extended abstract. The inter-
ested reader is invited to consult the Master’s Thesis [8]
on which this abstract is based. The thesis also contains
an analysis of how purely asynchronous systems (based
on the FLP model [9]) can be augmented with unreli-
able failure detectors [6] to guarantee implementability
of our algorithm (i.e., availability of a non-blocking weak
atomic commitment service).
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Abstract — This paper presents a new computer tool
CESim for editing, simulating and analyzing the C/E Petri
nets. These nets are subclass of general Petri nets. The de-
veloped program CESim consists of a graphical editor for
the C/E Petri net design and automatic and interactive sim-
ulator. The tool also provides facilities for analyzing the
C/E systems by the case graphs and the occurrence nets.
CESim has integrated a genetic algorithm for optimal case
graph layout. New term forward reachable cases is intro-
duced.

I. INTRODUCTION

Petri nets are mathematical and graphical tool for
modeling concurrent, parallel and/or distributed sys-
tems. Spreading of the Petri nets to many scientific
and technical areas leads to developing aid computer
tools. These tools make use of the Petri nets a lot
easier and help them to further expand.

II. C/E PETRI NETS

Condition/Event Petri nets are subclass of general
Petri nets. The net places are called conditions be-
cause they model boolean conditions. This range re-
striction of places give the C/E systems a finite state
space with maximum of2n states, wheren is a num-
ber of conditions in the C/E Petri net. The finite state
space provides better possibilities for analyzing sys-
tem features. The well known P/T Petri nets have a
possible infinite state space. For definition of further
mentioned terms event, step, case, C/E system and a
graphical representation of C/E Petri nets see [1, 2].

A. FORWARD REACHABLE CASES

The C/E systems do not have initial states. The same
case class can be constructed from every state of the
case class. The case graph is constructed by forward
and backward event execution. Only forward event
executing can not reach from any case to all other
cases. This characteristic is typical only for cyclic
systems, where∀c1, c2 ∈ CΣ : c1r

∗

Σ
c2. For this rea-

son a new term forward reachable cases was defined.

For C/E systemΣ, set of forward reachable cases
D ⊆ CΣ from some starting casecstart ∈ CΣ is
defined asD = {c| c ∈ CΣ ∧ cstartr

∗

Σ
c}. The for-

ward reachable cases can be used for further analysis
of the C/E systems. One can check what conditions
and cases can not arise and what events can not occur
depending on the starting case from which the simu-
lation is started. The case graphs of large C/E systems
contain large amount of information. Validation us-
ing forward reachable cases can reduce this volume
of information.

III. CESIM

The tool CESim in Figure 1 is inspired by existing
tools for P/T Petri nets. It is designed for Microsoft
Windows operation system. The tool includes three
independent views. The first view serves for a net de-
sign and a simulation. The second view shows the
case graph and the third view shows the occurrence
net. This tool is designed for educational purpose.
And for this reason it contains output window that
shows performed actions and other information about
the system. This information also helps to understand
the evolution of system during a simulation. CESim
provides the same resources for creating all elements
of graphical representation of the C/E Petri nets as
modern graphical editors. Besides the basic elements
of the C/E Petri nets, user has available additional
graphical elements for highlighting the meaning of
the modeled net.

The tool provides interactive and automatic sim-
ulation mode. The simulation works directly with
graphical representation of the system. The interac-
tive simulation is entirely controlled by user that can
execute enabled events. The automatic simulation is
driven by an algorithm with random selection of pro-
vided steps. User can control a speed of the simu-
lation, set breakpoints on any case of the system or
simulate just one step. The change of a marking dur-
ing a simulation is done by animated move of tokens
between corresponding conditions. Event execution
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Figure 1: CESim user interface

is written to the output window together with the new
system state. These features are also useful in the
process of learning the C/E Petri nets. The case class
verification option is also available in the simulation
mode.

The case graph is one of the most valuable in-
struments for analyzing the C/E systems. It is a di-
rected graph that shows dependences between cases
and steps (see [1]) and it is generated automatically
when the simulation mode is entered. The case graph
fully cooperates with the simulation and the progress
of the simulation can be controlled from it.

Construction of the case graph forms the main part
of the C/E system analysis in CESim. This algo-
rithm is computationally demanding for complex C/E
systems. Therefore optimalization is needed because
of the possible state explosion problem. For exam-
ple, relatively small C/E system consisting of a step
with 8 executable events generates case graph with
256 cases and 6305 edges. Optimalization techniques
were taken from [3].

A. AUTOMATIC CASE GRAPH LAYOUT

The majority of C/E systems have a very complex
case graphs. CESim has integrated a genetic algo-
rithm for optimal case graph layout. The genetic al-
gorithm is a stochastic algorithm that searches a state
space by a population of individuals. The individual
in a population is called a chromosome and carries
one solution. At the beginning all chromosomes in
the population are initialized with randomly spread
nodes of the case graph. Then the genetic algorithm
works in cycle as follows. The population is eval-
uated with a fitness function. The fitness function
takes into account the number of intersections be-

tween edges or the length of edges between linked
nodes or the sum of minimal and maximal distances
between nodes in the case graph. Two chromosomes
are selected by a tournament selection and crossover
and mutation operators are applied onto them. The
new chromosomes are placed into a new population
and the cycle repeats. It is a generative algorithm with
entire population replacement and a simple elitism.
For further information about the genetic algorithms
see [4].

B. IMPLEMENTATION

CESim is implemented in developing tool Microsoft
Visual C++ 6.0 using the MFC library. The size of
the source code is almost 19 thousands lines. The
program is object-oriented. User interface uses single
document type document-view architecture.

IV. CONCLUSION

The main contribution of my work is the tool CESim.
CESim was developed because there was no such tool
with graphical interface that provides so specific pos-
sibilities of analyzing the C/E Petri nets. The de-
veloped tool CESim is fully comparable with similar
tools in its category. And exceed other tools in pos-
sibilities of analyzing the C/E Petri nets by the case
graph and the occcurrence net. CESim is supposed to
assist students to get familiar with the C/E Petri nets.
For this reason a set of demonstration examples were
created.

The genetic algorithm satisfied all needs required
from it. The advantage of the genetic algorithm is in
possibility of exact time control of duration of layout
optimalization.
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Abstract — The security protocols are used to 
establish secure communication over insecure open 
networks and distributed systems. In the first part of 
this paper the brief introduction to the analysis and 
design area is given, followed by the description of 
the author’s presented evolutionary approach, 
which seems to be useful for automating the secu-
rity protocol design. 

I. INTRODUCTION 
Security protocols (cryptographic protocols) are 

intended for secure communication of subjects over 
an insecure network. The goal is to prevent a spy 
from reading the contents of messages addressed to 
others (secrecy). Most security protocols also guaran-
tee an authenticity. This means that if a message 
appears to be sent by subject A, then A sent exactly 
this message and it contains the indication of its 
integrity. To ensure protocol security there are many 
ways for their analysis [1] [2]. 

II. SECURITY PROTOCOLS ANALYSIS 
The analysis of security protocols is very impor-

tant because there is no guarantee that a protocol we 
use is secure. There are three main approaches used 
for the security protocol analysis. 

 

 

Figure 1: General Approaches in the area of Secu-
rity Protocol Analysis 

III. SECURITY PROTOCOLS DESIGN 
When designing a new secure protocol, we strongly 
recommend following the robustness principles. 
Anderson and Needham [6] proposed a number of 
robustness principles and Abadi and Needham [6] [7] 
introduce complete analysis of desirable protocol 
properties and relevant limitations. 

Some of them are mentioned below: 
− be very clear about the security goals and as-

sumptions, 
− be clear about the purpose of an encryption 

(secrecy, authenticity, etc.): do not assume 
that its use is synonymous with security, 

− be sure to distinguish different protocol runs 
from each other, 

− if timestamps are used as freshness guarantees 
by reference to absolute time, then the differ-
ence between local clocks at various machines 
must be less than the allowable age of mes-
sage deemed to be valid; furthermore, the time 
maintenance mechanism everywhere becomes 
part of the Trusted Computing Base, 

− sign before encrypting; if a signature is affixed 
to encrypted data, then one cannot assume that 
the signer  has any knowledge of the data; a 
third party certainly cannot assume that the 
signature is authentic, so non-repudiation is 
lost. 

As we mentioned above, when designing new se-
curity protocol we rely on the use of some specifica-
tion techniques. Due to limitation of specification 
languages and logics, there should exist additional 
cooperation with external verification techniques 
and/or automation tools. During the design process, 
the given protocols should be verified at different 
abstract levels to prevent various security flaws. 

IV. EVOLUTIONARY APPROACH 
Current techniques for creating security protocols 
mostly deal with the human interaction and know-
ledge. This process could be highly automated with 
an approach introduced below. The general idea of 

51



evolutionary approach to the protocol design is based 
on the principles of genetic algorithms. It was out-
lined by the author in [5] and is still part of his disser-
tation research. 

In general, while the protocol runs, each instruc-
tion affects the corresponding sets of knowledge and 
belief. These modifications are usually described in 
the corresponding modal logic (e.g. BAN logic [3] 
[4]). 

From the evolutionary-optimization point of view, 
the sequence of protocol instructions is represented 
by a chromosome of variable length. There could be 
generated as many random chromosomes as required 
for initial population. Each chromosome represents a 
different protocol and its fitness is computed by 
simulating its run, according to the changed sets of 
knowledge and belief. 

 

  

Figure 2: Structure of a Population. Protocol (indi-
vidual) is encoded as a sequence of instructions. 

The following algorithm (based on genetic algo-
rithms) describes the whole flow we use to design 
security protocols. The principles can be found in [5] 
and are explained to appreciate the idea of automatic 
design: 

1. Security goals – in this first step we describe 
what should or shouldn’t contain sets of 
knowledge and belief for each involved sub-
ject, which message is secret and cannot be 
sent unencrypted, which message can never be 
sent, etc. 

2. Initial population – randomly generated proto-
cols (instruction sequences) are encoded into 
chromosomes. In this step the fitness of all in-
dividuals is calculated. 

3. Parents for mating – like in standard genetic 
algorithms, the individuals with the best fit-
ness are chosen to be parents for mating. 

4. Crossover – the choice of the right locations in 
chromosomes for crossover is very important. 
It may highly affect the chances for a genera-
tion of chromosome with better fitness 

5. Performing mutation – avoiding jamming in 
local minima, the mutation is very useful step.  

6. Replacing offspring to population - the pro-
duced individuals are replaced to the new 
population and the evolution process starts 
over again from step 3. 

The design is completed when some chromosomes 
(with best fitness) satisfy the initial presumptions. 
The result is the chromosome with the best fitness 
which can be interpreted as a sequence of basic in-
structions in the cryptographic protocol. 
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Abstract — This paper introduces an integrated develop-
ment environment based on the open-source tool GME (Generic
Modeling Environment) for distributed embedded real-time sys-
tems using TTP/A as communication subsystem. The tool fol-
lows the meta-modelling design approach, and delivers an im-
plementation of the conceptual model of TTP/A applications.

I. MOTIVATION

Designing and implementing a distributed embedded
real-time system is a challenging task due to its inherent
complexity. A possible approach to cope with complex-
ity is to employ tools in the design and implementation
process that relieve the designer from lower level issues
like matching system parameters and determining com-
munication message schedules.

We identified the need for an integrated development
tool, which assists the designer from the first draft of the
application’s model to the definition of the global com-
munication schedule as well as the local job specification
and the compilation and linking of the resulting source
code. The intentions are, on the one hand to acceler-
ate the design and implementation phase of an embedded
system’s software, on the other hand to reduce the po-
tentials of errors occuring during the whole development
process.

The first goal might especially appeal to the academic
research, where it is the intention to have shorter develop-
ment cycles, so that we can implement several diversitive
approaches to a problem fast and efficiently, when con-
ducting research among the field of embedded systems.
This matter is of interest in the industrial field, too. How-
ever, here the second goal is of upmost importance. The
less errors we have to remove in source code, the less re-
sources the debugging consumes. Thus, the application
of an integrated tool will relieve a project’s budget and
other resources.

Existing tools like Rational Rose, LabVIEW and
Simulink are well-known, but do not particularly support
our time-triggered modelling approach. Therefore, we
have adopted the open source tool GME (Generic Model-
ing Environment) [1] as integrated modelling tool, which
supports a meta-level design approach. Although, GME
can be modified in order to fit the needs of any target
platform and communication technology, this case study
deals with TTP/A [2] as the underlying real-time com-
munication system and application design.

Meta-Modelling language

Meta-Meta-Model

Meta-Modelling language

Meta-Model

Domain Modelling language

Model

Target System Component

GME

MetaGME

GME

MetaTTPA

conceptual model

ASPEC

RODL ROSE

Source Code

CCONF

MC

MR

1

Figure 1: Meta-Modelling with GME

II. META-MODELLING WITH GME

Meta-Modelling combines the strengths of domain-
specific and generic notational approaches. Due to its
expressiveness we can describe (meta-)models for our
given domain of time-triggered distributed embedded
real-time systems in a generic formalism. Fig. 1 illus-
trates the functioning of meta-modelling. Firstly, we have
one generic model (meta-meta-model), which models the
meta-model of a given domain. Such a meta-model in-
cludes the familiar terminology as well as integrity con-
straints, which a concrete domain model has to fulfill.
Finally, we use that meta-model in order to specify the
model a concrete target system with a domain-specific
point of view.

Furthermore we see from Fig. 1, which role is taken
by GME in our case study of TTP/A application de-
velopment concerning the modelling of the distributed
real-time embedded system. The meta-meta-model as
well as the meta-model named MetaTTPA are expressed
by means of GME, which is an UML-related notational
style. Then, the model of the target system is described
using MetaTTPA, which defines the conceptual model of
TTP/A applications.
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III. CONCEPTUAL MODEL

The conceptual model is the theoretical basis of TTP/A
applications (cf. [3]). It defines a set of integrity con-
straints, a terminology and a design pattern, how TTP/A
applications ought to be designed. MetaTTPA is the im-
plementation in GME of the conceptual model.

The conceptual model defines two major entities of
TTP/A applications. The application specification (AS-
PEC) is a formal description of a TTP/A application
concerning functional and temporal requirements. This
includes the decomposition among the TTP/A cluster,
dataflow between jobs, and deadlines of dataflow trans-
missions and job executions. The cluster configura-
tion (CCONF) gives information, what each node in the
TTP/A cluster does during each TTP/A slot, for instance
executing a job, or sending / receiving data on the bus.
The functional and temporal requirements from the AS-
PEC find their manifestation in the cluster configuration.

Each application specification has to fulfill all the in-
tegrity constraints defined in the conceptual model in or-
der to be valid. Cluster configurations must satisfy the
functional and temporal requirements stated in the AS-
PEC in order to be feasible.

IV. INTEGRATED DEVELOPMENT ENVIRON-
MENT

In Fig. 2 we find the relation between ASPEC and
CCONF. The linking entities are specialized plug-ins of
GME, so-called interpreters, which support the work-
flow. A scheduler takes a valid ASPEC and applies a
scheduling algorithm in order to figure out an appropri-
ate schedule of the application. Then, it creates a clus-
ter configuration. Moreover, a code generator produces
source code for RODL, ROSE, Interface Files, and job
stubs from the CCONF.

The GME tool suite provides a mechanism of con-
straint checking based on OCL constraints. As a re-
sult, the integrity constraints imposed by the conceptual
model and hence MetaTTPA, which is the implementa-
tion of the conceptual model, can be asserted within the
GME tool suite. There is no other constraint checking
tool involved. In other words, GME is able to ensure
validity of application specifications by itself. However,
feasibility of cluster configurations can not be checked
with that built-in facility, because this is beyond the scope
of OCL constraints. So, this task must be done by a
scheduler, which calculates cluster configurations.

All the steps beginning from the description of the ap-
plication specification till the output of source code take
place within one meta-modelling tool suite: GME. We
have used GME’s mechanism of plug-ins to equip the
generic tool with TTP/A specific schedulers and code
generators. As a result, we elevate such a generic mod-
elling tool to an integrated development environment
(IDE) according to our needs for distributed embedded
real-time systems using TTP/A as its underlying commu-
nication subsystem.

ASPEC

Scheduler

MC(A)

CCONF

MR(C)

Code Generator

Source Code

RODL

ROSE

Templates

IFS Files

1

Figure 2: Work-Flow with GME

V. CONCLUSIONS

We proposed an application of a meta-modelling tool,
which assists the designer of distributed embedded real-
time systems throughout the whole design work-flow.
The tool is especially tailored in order to fit the needs
of TTP/A application development. Therefore, it entails
an implementation of the conceptual model, and offers an
automatic generation of RODLs, Interface Files, and job
stubs in application source code files.
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Abstract — Electronics is the predominant cause for car
breakdown. This work implements the prototype of an online
diagnosis system, which is evaluated by the validation frame-
work. The main purpose of the validation framework is the in-
vestigation of the effects of physical faults on a Time-Triggered
Protocol (TTP) cluster. The validation framework can expose
nodes and the bus to Electromagnetic Interference (EMI) and
produce physical bus failures, such as open and short-circuits.
Validation campaigns have confirmed the restart rate as a suit-
able indicator whether a temporary external or an intermittent
internal fault has occurred. A main result is also that compo-
nent internal and borderline failures can be discriminated with
high accuracy by the frame status.

I. INTRODUCTION

In the automotive industry more and more electronic
components are deployed to improve passenger comfort,
vehicle safety, and fuel economy. However, the devel-
opment of diagnostic systems has stayed behind the re-
cent increase in functionality of the embedded systems:
the identification of faulty system components in cur-
rent systems is not always possible. This fault-not-found
phenomena [1] involves an increasing number of system
failures that can not be traced back to a fault. In ser-
vice stations this leads to the replacement of fully func-
tional components, or, even worse, faulty components
remain unchanged. For car manufacturers this implies
high warranty costs, negative press coverage and image
problems. The main difficulty is the complexity of to-
days vehicle electronics: electronic components are con-
nected with heterogeneous networks of different phys-
ical layers, bandwidth and dependability requirements.
Moreover, currently used networks support diagnosis in-
sufficiently.

The Time-Triggered Architecture (TTA) [2] reduces
this complexity by an a priori definition of communi-
cation schedules, a global time-base, and error contain-
ment. These core functionalities also provide the basis
for new, more precise diagnostic strategies.

II. DIAGNOSTIC ARCHITECTURE

In this work the prototype of a diagnostic architecture [3]
(depicted in Figure 1) is implemented and evaluated.
The prototype implements new diagnostic strategies and
consists of the following three parts: error detection at
the linking interfaces [4] of the system components, dis-
semination of the diagnostic information over a dedi-
cated virtual network [5] and the analysis that assesses
the state of the system components based on the dis-
tributed state of the cluster. Furthermore, a validation
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Figure 1: The Diagnostic Subsystem

framework was designed and realized in order to inves-
tigate the effects of physical faults on a TTA cluster and
to validate the diagnostic architecture.

At the four distributed TTP nodes of the prototype
cluster the relevant status area fields of the C2 (AS8202)
communication controller are monitored for system di-
agnosis. These status area fields provide information
about the operational state of all nodes and the status of
the received frames, as perceived at each particular node.
State changes are reported to all other nodes over the
virtual network. Since bandwidth is a scarce resource,
the virtual network is assigned an adjustable share of
the bandwidth and performs fragmentation of diagnostic
messages to utilize the allocated bandwidth efficiently.
As the occurrences of faults are sporadic events, event
semantics in the diagnostic subsystem is appropriate: di-
agnostic event messages are transferred over the time-
triggered communication network. The diagnostic sub-
system is encapsulated from the real-time application.
Therefore, the diagnosis cannot exert influence on the
dependability of the system and has a lower criticality
than the real-time application. Loss of diagnostic mes-
sages can only lead to a degradation of the diagnosis.

III. VALIDATION FRAMEWORK

A main part of this work is the design and realization of
a validation framework (presented in Figure 2) for con-
ducting validation campaigns in order to examine the
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diagnostic architecture and to investigate the effects of
physical faults on a TTP cluster, interconnected in a bus
topology. The validation framework can expose nodes
and the bus to Electromagnetic Interference (EMI) and
produce physical bus failures, such as open and short-
circuits.

An essential aim in the design of the validation frame-
work is the automated execution of experiments in order
to repeat experiments at a number sufficient for mean-
ingful statistical analysis. Resetting the cluster before
each experiment precludes side effects of one experi-
ment on another. A personal computer forms the cen-
tral control instance and allows via graphical user inter-
faces configuration, control, and observation of valida-
tion campaigns. Via an embedded triggering application
the execution of disturbances is controlled and synchro-
nized with the communication schedule. The outcome
of the experiment is logged in an SQL database for of-
fline analysis. The use of the diagnostic architecture for
the investigation of effects of physical faults on the dis-
tributed state provides scalability: regardless how many
nodes are interconnected, the essential information about
the detected symptoms at all nodes is disseminated over
the dedicated virtual network.

IV. VALIDATION CAMPAIGNS

Three validation campaigns are conducted in order to
challenge hypotheses regarding the diagnosability of the
TTA according to a maintenance-oriented fault model.
These campaigns serve to examine the diagnostic archi-
tecture and to investigate the effects of physical faults. In
the first campaign a spatially separated node is exposed
to radiated EMI. In the second campaign EMI is induced
on a channel bypassing the protective mechanisms:
shielding, twisting, and differential transmission—in or-
der to accelerate the effects of EMI. In the third cam-
paign short- and open-circuits are injected on one chan-
nel of the bus. Overall, more than 200,000 experiments
have been executed during these validation campaigns.

V. CONCLUSION

The prototype of the introduced diagnostic architecture
implements reliable diagnostic event message dissemi-
nation complying with bandwidth constraints imposed

by the automotive industry. Bandwidth can be adjusted
according to the needs of system engineers. Fragmen-
tation of the diagnostic messages facilitates efficient uti-
lization of the bandwidth. Furthermore, the operation
on the interface state, abstracting from the internals of
the component, enables intellectual property protection.
The encapsulation of the diagnostic subsystem precludes
probe effects. Moreover, the diagnostic architecture does
not restrict implementation choices: both, centralized
analysis and distributed analysis are supported. Online
diagnosis provides maintenance information in the field,
which allows the prolongation of service intervals or
even condition-based maintenance.

The validation framework executes experiments syn-
chronously with TTP and collects diagnostic information
delivered by the diagnostic architecture for later analysis
in an SQL database. It also supports random fault injec-
tion. By means of automatic execution experiments can
be repeated at a number sufficient for statistical analysis.

The implemented prototype provides the infrastruc-
ture for the deployment of diagnostic analysis algo-
rithms. Development of analysis algorithms evolves it-
eratively with the feedback from validation campaigns.
The linking interface state of the controllers is explored
for symptoms that indicate failures and their location.
By induction, fault effect analysis supplies the basis of
the analysis algorithms, which correlate the symptoms
detected by the nodes in the time, space, and value do-
main.

The prime results of the validation campaigns are
that the restart rate is confirmed as a suitable indicator
whether a temporary external or an intermittent internal
fault has occurred. Component internal and borderline
failures can be discriminated with high accuracy by the
frame status. These results permit a more precise diag-
nosis and will be applied in an automotive demonstrator.
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Abstract — This contribution is about the digital 
signal processing of the signal from a scintillation 
counter. The digital detection system is imple-
mented in a FPGA device as a part of system for 
measurement of ionizing radiation. 

I. INTRODUCTION 
The Scintillation detector is used to measure the 
energy of ionizing radiation. The working principle 
of the detector is based on interaction between the 
scintillator and incident radiation, whereat light twin-
kles are produced. The light twinkles are transformed 
to a voltage impulse by the photocathode system of 
the photomultiplier [1]. The height of these impulses 
is proportional to the energy of the incident ionizing 
radiation [2]. These impulses are produced randomly 
and their appearance can be described by a Poisson 
distribution as shown in (1). Where p(k) is probabil-
ity of coming k impulses during the next period. The 
parameter λ is proportional to the signal frequency 
and the time interval. 

 
( ) k

k
ekp λ

λ

⋅=
−

!   (1) 

Where k  number of impulses, k = 0, 1, 2,… 
 λ =n·T, 
 n signal frequency, 
 T time interval.  

The task of the detection system is the creation of 
a histogram of the heights of incoming impulses. 
After we obtained this measured histogram we can 
determine the type of ionising radiation and have 
conclusions about its activity. 

II. DETECTION 
We can use two different methods to measure the 
height of the impulse. These are either using an ana-
log system or a digital system. 

A. THE ANALOG DETECTION SYSTEM 
The analog system consists of a preamplifier, an 

impulse former and a peak detector. The impulse 
former is used to shorten the time of an impulse and 
to remove its d.c. component. The peak detector is 
used to hold the maximum value of the impulse for a 
few nanoseconds. The maximum value is converted 
to digital form and then written to the histogram 
during this holding time. 

B. THE DIGITAL DETECTION SYSTEM 
In case of a digital system values of the measured 

signal are converted to digital form immediately after 
being processed by the preamplifier and then filtered 
and processed by it. The state machine is used for the 
detection of the height of the impulse. The working 
principle of the state machine is obvious from figures 
1 and 2.  

 
Figure 1: State Diagram 

It measures the level of the signal. The state ma-
chine detected the minimum of the signal if the cur-
rent value of the signal is bigger than previous one 
and if the previous progression was decreasing (state 
s1 in figure 1). The state machine detected the maxi-
mum of the signal if the current value of the signal is 
smaller than any previous one and if the previous 
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progression was increasing (state s2 in figure 1). The 
height of the impulse is computed by subtraction of 
the detected minimum value from the detected 
maximum value. The measured height of the impulse 
is written into RAM memory if the height of the 
impulse was bigger than a selected threshold value. 

 

 

Figure 2: Measured Signal 

III. RESULTS 
The described digital detection system including 

filter, state machine and RAM memory for histogram 
generation was implemented in an FPGA device. The 
main advantages of the digital detection in FPGA are 
that parameters of the detection system can be 
changed by software and the whole detection system 
is realized by one chip only. An example of a meas-
ured histogram can be seen in figure 3. 

 

Figure 3: Measured Histogram of Amplitudes 
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Abstract — The deployment of home and building automa-
tion systems (BAS) allows to increase comfort, safety and se-
curity and to reduce operational cost in the building domain.
Today such systems typically follow a hierarchical distributed
approach. While control networks interconnect smart sensors
and actuators, a backbone network provides the infrastructure
for management tasks. Devices interconnecting these networks
play a strategic role. Especially in the home domain, the in-
tegration of various control and data networks is essential for
maximum benefit. The objective of my diploma thesis [1, 2]
was to design such an embedded and versatile interconnection
platform in hard- and software with a particular focus on the
European Installation Bus (KNX/EIB) Twisted Pair (TP).

I. INTRODUCTION

KNX/EIB [3] is a popular control network based on
an open specification and designed to enhance electri-
cal installations in buildings. It is well-established in
central Europe, i.e. Germany, Austria and Switzerland.
KNX/EIB is primarily found in large building installa-
tions with main application areas being lighting, control
of window blinds and HVAC systems. In home area the
increase of comfort, safety and security is the major rea-
son for using KNX/EIB.

KNX/EIB features a decentralised design. It is a peer-
to-peer network system: Nodes communicate directly
with each other using a distributed algorithm for medium
access. There are hardly any central control nodes that
solely fulfil regulation functions as, for instance, a Pro-
grammable Logic Controller (PLC) does. In fact, control
and working logic is located at every single node. To put
it differently: Every single sensor or actuator implement-
ing the KNX standard is able to handle network commu-
nication as well as implementation of the desired logic
on its own.

A key feature in KNX/EIB is group communica-
tion (process data exchange) based on a form of pub-
lisher subscriber model, allowing to address an arbitrary
number of receivers by way of a single message. A
sender uses a logical group address as its destination ad-
dress. Receiving stations know their dedicated group (or
groups) and can accordingly ignore or process incoming
messages. For configuration and management purposes
point-to-point messages are used.

KNX/EIB allows various media. The primary used
medium is shielded or unshielded Twisted Pair (TP) ca-
bling known as KNX TP1, allowing a free topology with

cable lengths of up to 1000 m per physical segment. Data
is transmitted at 9600 b/s. Integration of KNX/EIB into
existing installations can be achieved using powerline as
communication system. Speed is limited to 1200 b/s re-
spectively 2400 b/s depending on used technology. To
further extend KNX/EIB, KNX Radio Frequency (RF)
can be used. A subband in the 868 MHz frequency band,
reserved for short-range devices, is used. For more de-
tails see [4].

The primary goal of my interconnection platform
named KNXcalibur (Figure 1) is to be universally ap-
plicable as a router, gateway and workstation interface
for KNX/EIB. The main purpose is to serve as a basis
for further work in the scope of home and building au-
tomation (e.g. plug and play facilities, integration into
Open Services Gateway initiative (OSGi) environments
[5], coupling to other networks, extensions with regard
to security issues (EIBsec [6]), setup of set-top boxes,
access point for BASys [7]). KNXcalibur is designed as
a flexible, extensible, compact and low cost stand-alone
device. The used hardware is powerful in the sense that
enough processing power and memory are present to im-
plement multiple network services like e.g. for TCP/IP.
Both hardware and software design are openly available
[http://eib.praus.at].

II. HARDWARE

The leaded as well as surface mounted components are
fitted on a double sided printed circuit board (PCB) in Eu-
rocard (160 mm x 100 mm) format (Figure 1). A Fujitsu
MB90330 microcontroller (MCU) with 24 MHz, 24 KB
RAM, and 384 KB Flash ROM forms the central part. It
features 4 UARTs, which provide the connection to a PC
via two EIA-232 interfaces and connection to KNX/EIB
via two TP-UART ICs (standard KNX/EIB interface).
Moreover, USB functionality with device (2.0 full speed)
and mini host support is integrated into the controller and
appropriate connectors are mounted. Via the external bus
interface of the MCU a Cirrus Logic CS8900A Ether-
net controller is connected, providing 10 MBit/s Ethernet
support. To support persistent data storage without writ-
ing to the MCU’s on-chip flash memory and to extend
available memory, a SD/MMC card connection has been
integrated.

III. SOFTWARE

The software of KNXcalibur consists of a low level
firmware and various network protocol stacks. The for-
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Figure 1: KNXcalibur: Hardware

mer implements the necessary drivers to communicate
with the hardware and provides an API to configure, ini-
tialise and access the available hardware. It is split into
various parts: The UART and TP-UART firmware allow
easy asynchronous serial communication with a PC and
the TP-UARTs. The SD/MMC firmware provides raw
access (byte, block, sector) to an inserted SD/MMC card.
In addition, the FAT16 file system is implemented, al-
lowing easy access for advanced application layers. The
CS8900A Ethernet controller is accessed via an interrupt
driven ISA bus emulation. Access to the USB slave and
mini host functions of the MCU is provided by an open
implementation by Thesycon Systemsoftware & Con-
sulting GmbH in cooperation with Fujitsu.

Figure 2: KNXcalibur: Software

On top of the low level firmware various layers are im-
plemented (Figure 2).

The IP network layer forms the basis for many other
network protocol stacks. Relevant parts of ARP, SLIP, IP,
ICMP, UDP, TCP and DHCP are implemented. Currently
only a single TCP connection and no IP fragmentation
are supported.

Three HTTP (port 80) applications are possible: The
current device status (KNX/EIB connection, SD/MMC
card status, ...) is returned in a formatted HTML page.

Second, a simple interface for sending KNX/EIB TP
frames is presented, and third, a standard web server fa-
cility is implemented: The corresponding file is searched
on the SD/MMC card and is then displayed to the user.
Besides HTTP, the BASys [7] protocol is implemented.

A KNX/EIB protocol extension called EIBnet/IP de-
scribes the transportation of KNX telegrams on top of IP
networks. The implemented stack is positioned on top of
the IP network layer and on top of the cEMI (frame for-
mat of KNX/EIB) handler and acts as a gateway/router
between the two networks. It accepts EIBnet/IP frames
from UDP/TCP level and cEMI frames from the cEMI
handler and processes the received frames according to
their message types. Valid packets are passed to the des-
tination service.

IV. CONCLUSION

Due to the modular design concept of KNXcalibur, the
platform is not limited to the use in a predefined applica-
tion area. Since both, hardware and software can easily
be extended, a basic device for future research has been
created. Interfaces to other networked BAS like BACnet
or LONWorks as well as to wireless solutions (KNX RF)
and security extensions (EIBsec [6]) are currently under
investigation.
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Abstract — A vector field which describes the apparent mo-
tion between two images of a video sequence is commonly
known as optical flow. The accurate estimation of these dis-
placement vectors is crucial for several computer vision prob-
lems, including video object segmentation and tracking. In this
work we propose a new algorithm for computing a dense op-
tical flow field that tackles the inherent problems of optical
flow algorithms, namely the estimation of flow vectors in re-
gions of low texture as well as the precise identification of mo-
tion boundaries. We try to overcome these problems by taking
advantage of color segmentation and robust optimization via
graph-cuts. Experimental results show the good performance
and robustness of our method.

I. INTRODUCTION

The task of a motion algorithm is to automatically com-
pute a dense field of two-dimensional displacement vec-
tors that transform one image into the next in an image
sequence. This array of vectors is commonly referred to
as optical flow. The accurate estimation of optical flow
plays a key-role in several computer vision problems, in-
cluding motion segmentation, 3D scene reconstruction,
robot navigation, video shot detection, mosaicking and
video compression.
Major challenges in optical flow estimation are twofold.
Firstly, matching often fails in the absence of discrimina-
tive image features that can be uniquely matched in the
other frame. This is the case in untextured regions as well
as in the presence of texture with only a single orientation
(aperture problem). Secondly, a pixel’s matching point
can be occluded in the other frame. Those occlusions of-
ten occur at motion discontinuities, which make it specif-
ically challenging to precisely outline object boundaries.
Nevertheless, accurate identification of motion disconti-
nuities is often required for applications such as motion
segmentation. A large number of optical flow algorithms
fail in this respect, since the fact that there are occlusions
is simply ignored. In this work, we propose an algo-
rithm that explicitly addresses those problems taking ad-
vantage of two recent developments in the computation
of dense correspondences, which are robust optimization
via graph-cuts [1, 2] and the incorporation of color seg-
mentation [3].

II. ALGORITHM

The proposed algorithm starts by segmenting the ref-
erence image into regions of homogenous color. The
color segmentation incorporates the assumption that
the motion inside regions of homogeneous color varies
smoothly and motion discontinuities coincide with the
borders of those regions. The affine motion model is
used to describe the motion inside a segment. To ini-
tialize the model parameters, we estimate a sparse set of
correspondences. Layers are extracted from the initial
segments, which represent the dominant motions likely
to occur in the scene. Every color segment is then as-
signed to exactly one layer. This assignment is optimized
by minimizing a global cost function with a graph-cut-
based technique. The cost function is defined on the pixel
level, as well as on the segment level. On the pixel level,
a data term measures the pixel similarity based on the
current flow field. Furthermore, occluded pixels are de-
tected symmetrically. The segment level is connected to
the pixel level in a way that the segmentation information
is enforced on the pixel level. Additionally, a smooth-
ness term is defined on the segment level. Moreover we
allow our algorithm to use multiple input frames in order
to discriminate the motion of different layers when the
inter-frame motion is small.

III. EXPERIMENTAL RESULTS

We demonstrate the performance of the proposed algo-
rithm using the well-known Mobile & Calendar MPEG
test sequence that is shown in Figure 1a. In this sequence,
the camera pans to the left, while there are moving ob-
jects (calendar, train and ball) in the scene. Since no
ground truth is available, we have to focus on a quali-
tative discussion of the results. To present the computed
flow values on the segment level, we draw the flow vec-
tors for some pixels in Figure 1b, where we also outline
the layer boundaries. We superimpose the layer borders
on the reference image in Figure 1c to show their agree-
ment with actual object boundaries. The object outlines
seem to be well preserved. Finally, we demonstrate the
robustness of our approach by segmenting the complete
Mobile & Calendar sequence. The segmentation results
for every fifth frame of the Mobile & Calendar sequence
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Frame 1 Frame 6 Frame 11 Frame 16 Frame 21
(d)

Figure 1: Results for the Mobile & Calendar sequence. (a) Frames 1, 3 and 5 of five input frames. (b) Flow vectors
with layer boundaries. (c) Layer boundaries (red) superimposed on input frame 1. (d) Motion segmentation.

are presented in Figure 1d.

IV. CONCLUSIONS

In this work, we presented a new algorithm for com-
puting a dense optical flow field between two or more
images of a video sequence. The algorithm uses color
segmentation to improve the quality of flow estimates in
untextured regions and for the accurate detection of mo-
tion boundaries. The proposed method uses a layered
representation and employs the affine motion model to
describe image motion. The tasks of layer extraction and
assignment are formulated as energy minimization prob-
lems. In order to approximate a minimum of the energy
functions, a graph-cut-based optimization scheme is ap-
plied. Our method is capable of estimating correct flow
information in traditionally challenging regions such as
areas of low texture and close to motion discontinuities
and can as well be applied to derive a motion segmenta-
tion of a complete video sequence. Further research will

concentrate on improving the algorithm by defining cri-
teria for splitting segments that overlap motion disconti-
nuities and by using a more sophisticated motion model.
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Abstract — The increasing complexity of today’s embedded
real-time systems requires complexity management to be a first-
order goal of any real-time systems architecture. This work
on design comprehension is an interdisciplinary research area
bridging the gap between computer science on the one side and
the cognitive and learning sciences on the other side. It aims
at the development of more comprehensible computer architec-
tures.

I. INTRODUCTION

The complexity of many of today’s embedded real-time
systems has reached a threshold of pain where new
paradigms for system development are required. For ex-
ample, unmanaged complexity is one of the most chal-
lenging problems in automotive electronics development
[1]. The integration process of seemingly simple com-
ponents often fails due to unexpected complexity at the
system level. The need for complexity management in
embedded computer system architectures becomes even
more important due to the current paradigm shift from
federated to integrated architectures in many application
domains where multiple application subsystems must be
accommodated in a single distributed computer system
[2].

II. DESIGN COMPREHENSION

Massive progress has been made in recent years in the
cognitive and learning sciences [3], [4]. Lots of research
has been done with regard to what understanding and ex-
pertise mean [5]. Moreover, properties of material that
is difficult to understand have been identified [6], [7].
The characteristics of human cognition play a fundamen-
tal role in understanding complex systems and must be
regarded by system designers in order to create compre-
hensible systems. This is especially important in the area
of embedded real-time systems in high dependability do-
mains where failures caused by unmanaged complexity
can have fatal consequences.

Although making sense of complex systems is a ba-
sic issue in the technical sciences, the recent advances in
the cognitive and learning sciences have received surpris-
ingly little attention in computer science. Most concepts
and theories that deal with complexity management have
been developed without cognitive theories in mind. The

work on Design Comprehension aims at bridging the gap
between computer science on the one side and the cogni-
tive and learning sciences on the other side with an inter-
disciplinary approach (see figure 1). The consideration
of the characteristics of human comprehension will allow
to design more comprehensible systems and can help to
improve current complexity management techniques by
providing a systematic and scientific basis.

Figure 1: The interdisciplinary approach

III. SCOPE

The work on Design Comprehension involves both ar-
chitectural aspects as well as system implementation as-
pects. A computer architecture describes the overall de-
sign of computer systems that share a set of common
characteristics [8]. It provides the basic concepts for
the development of a class of computer systems. An
architecture reduces the effort of the design process as
the most fundamental decisions have already been made.
So this is where considerations about complexity must
start. A comprehensible computer architecture must be
designed with the characteristics of human cognition in
mind.

Guidelines for system developers and complexity met-
rics can only be defined for specific architectures to guide
and measure implementational aspects. It is not possible
to create guidelines that are applicable to all computer ar-
chitectures, at least at a level of abstraction that contains
more information than just platitudes. Similarly, the cre-
ation of metrics for different architectures would just be
like comparing apples with oranges as architectures can
be quite diverse. To be able to develop guidelines and
metrics for a specific architecture, this work focuses on
the Time-Triggered Architecture (TTA) [8]. The TTA is
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an architecture for highly dependable real-time systems,
which is used for automotive and avionics control appli-
cations.

IV. GOALS

The work on Design Comprehension aims at an opti-
mization of the TTA with regard to human comprehen-
sion. This involves architectural aspects, e.g., the struc-
ture of component interfaces or the level of abstraction
of components. The creation of appropriate abstractions
that represent the optimal level of detail for the task at
hand is a central aspect. Especially the complex design
tools [9], [10] for the TTA can be improved by providing
the users a more abstract view of their system, without
bombarding them with irrelevant detail.

Regarding system implementation aspects, guidelines
and metrics for time-triggered real-time systems shall be
developed to keep the overall system complexity low and
to be able to identify problematic designs early in the
development.

V. PRELIMINARY RESULTS

To be able to reduce the complexity of the integra-
tion process, the concept of system-level components has
been developed. System-level components encapsulate
all complexity of the application and avoid the propaga-
tion of complexity to the system level. Moreover, the
components used by the system integrator are all at the
same conceptual level which reduces the cognitive load
of the integration process.

Traditional approaches for the integration of compo-
nents in safety-critical real-time systems do not support
the concept of system-level components: The integra-
tion process is usually characterized by wrapping exist-
ing components, creating deep hierarchies of abstractions
[11], or the introduction of a central mechanism man-
aging the interaction of the application components [1].
This makes the integration process far more complex as
lots of complexity caused by the interactions of the com-
ponents must be handled by the system integrator.

VI. FUTURE WORK

There exist lots of properties that can make embedded
real-time systems hard to understand [12]. These proper-
ties will serve as a basis for the creation of guidelines for
developers of time-triggered systems. Moreover, the de-
velopment of complexity metrics for the TTA is a future
goal.
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Abstract — This paper describes mathematical 
model of UMTS network which simulates signal 
processing and transmission in downlink. Presented 
model is designed for interference analysis, mainly 
for multipath propagation influence to channeliza-
tion codes orthogonality. This model is made by 
using Matlab. 
In the second part of this article the simulation of 
interference influence to signal quality or bit error 
ratio is presented as a first task of this model. Fi-
nally, the future tasks of this UMTS model are out-
lined. 

I. INTRODUCTION 
Third generation of mobile communications require 
different approach than previous systems. The main 
difference is that 3G systems use CDMA technique. 
This system uses only one frequency for all subscrib-
ers connected in the network and individual users are 
distinguished by channelisation code which spreads 
user data flow. More about this problematic can be 
found in [1] and [2]. Mathematical model described 
in this article is designed for UMTS network inter-
ference analysis. All signals with another spreading 
code are rated like interferences, therefore here are 
rather different C/I ratios than in 2G systems. 

One of the tasks of this model is calculate the sig-
nal quality dependence on the interference level.  

II. UMTS MODEL 
Described model is programmed in Matlab. Its struc-
ture is based on 3GPP specifications [3]. This model 
simulates DPDCH channel processing in downlink. 
Basic scheme of the model shows Figure 1. 

Data flow is divided into two branches and 
mapped for modulation purposes. In this case QPSK 
modulation with pulse shaping by root raised cosine 
filter is used, therefore binary symbol “1” is mapped 
as -1 a binary symbol “0” is mapped as 1. Mapped 
data flow is spread by channelization code to the chip 
flow. Each branch uses the same code. In UMTS 

system Walsh codes are used.  The value of spread-
ing factor is between 4 and 256. 

 
Figure 1: DPDCH channel processing in UMTS 

Second branch is multiplied by unit complex num-
ber and both branches are then combined into com-
plex chip flow. The chip rate is 3,84Mchip per sec-
ond. This complex chip flow is multiplied by scram-
bling code. These codes are complex too and are 
derived from Gold sequences and serve for Node B 
recognition.  

After this operation channels are combined and 
modulated to carrier. 

 Receiving side of the model performs descram-
bling and selecting required channel by using chan-
nelisation code. After this, data flow is restored and 
required value, in this case bit error ratio of received 
data flow, evaluated. 

The generators of Walsh codes and complex 
scrambling codes are important parts of this model. 
Model structure and all used parameters can be modi-
fied for the specific situation to obtain required re-
sults. 
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III. SIMULATION 
Presented simulation computes BER of received data 
flow in dependence on C/I ratio.  

This simulation uses UMTS model presented 
above. The modulation process is omitted by reason 
of computation time saving, because this simulation 
is very time consuming process. 

The simulation is performed for different spread-
ing factor which is used at the transmitting side. Its 
value is between 4 and 32. The length of testing data 
flow is from 105 to 108 bits in dependence on spread-
ing factor value and C/I ratio. 

Interferences in the radio environment are simu-
lated by white Gaussian noise with appropriate level 
to obtain required C/I ratio. Simulation result shows 
Figure 2. 
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Figure 2: Simulation results 

By spreading factor increasing the spreading gain 
is increased too. This leads to bit error ratio decreas-
ing as can be seen in the simulation results. 

IV. CONCLUSIONS 
Presented simulation is only basic feature of de-

scribed model. UMTS model is designed for interfer-
ence analysis in UMTS radio environment, especially 
for problem of orthogonality distortion cause by 
multipath propagation of the signal between Node B 
and mobile equipment. 

Future task is computing of bit error ratio depend-
ence on orthogonality distortion, corresponding C/I 
ratio decrease, power level increase and other simula-
tions. 
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Abstract — Systems that deduce information about their en-
vironment from sensor data can increase the accuracy and reli-
ability of such information by replicating sensors and combin-
ing or ”fusing” their measurements. The corruption of single
measurements through failures of the sensor or random noise
can thus be masked. Research conducted in this field so far,
however, has not taken into consideration that the errors com-
mitted by sensors are not always uncorrelated. Ignoring such
dependencies can lead to a suboptimal fused result.
In this work, the approach of confidence weighted averaging
is extended to take such dependencies into consideration. The
effect of the new approach on fusion results is analyzed using
sensor information from a mobile robot.

I. MOTIVATION

Due to the possible influence of hardware failures, un-
certainties in a system’s environment and random noise,
measurements obtained from a single sensor are gen-
erally unreliable. Systems that depend on information
about their environment acquired through sensors can in-
crease the reliability of such information using multiple
sensors. By estimating the true value of an observed vari-
able by fusing the information obtained by various sen-
sors, the effects of sensor errors like inaccurate measure-
ments or a complete failure of a sensor on the behavior
of the system can be overcome.

While many sensor fusion methods concentrate on the
fusion of classifiers or decisions, the field relevant for
this work, that of fusing continuous-valued variables, has
not been treated as extensively. The task is to combine
real-valued measurements of the same variable taken by
various sensors at the same point in time to derive an
estimate of that variable at that specific point in time. We
will therefore not fuse measurements taken in the course
of time, as methods like the Kalman filter [1] do.

Existing Methods for such a task, like those suggested
by Marzullo [2], Schmid and Schossmaier [3], or Elmen-
reich [4], do not consider correlations between sensor er-
rors. However, the behavior of sensors can be greatly
correlated, for example if they are of the same make and
show the same inherent behavior. We will propose a
method of calculating a weighted average of measure-
ments, where the weights are determined by the variance

and correlations of measurement errors. The introduction
of correlations not only improves the result of a single
fusion process but also reduces the risk of propagating
imprecise estimates in the case of a more complex archi-
tecture.

II. CONFIDENCE-WEIGHTED AVERAGING

To combine the measurements, a simple mean of all the
values does not usually perform well enough. The rea-
son for that is that some sensors may be more reliable
than others, so that their measurement can be expected to
represent the true value more accurately. It is reasonable
to assign more importance and therefore a greater weight
to an observationxi from a sensor that is more reliable
than to one from a less accurate sensor and calculate a
weighted average according to (1).

xFUSED =
N∑

i=1

xiwi (1)

One way to determine the weightswi for such a
weighted average is to base them on the variance of
the measurement error committed by each sensor as ex-
pressed in (2)[4]. The variance of the fused result can be
determined through expression (3). For the case that the
errors are independent, assigning the weights in this way
is optimal in the sense that the expected variance of the
fused result is minimized.

wi =
1

σ2
i

n∑
j=1

1
σ2

j

(2)

σ2
FUSED =

n∑
i=1

w2
i σ2

i (3)

The assumption of independency of sensor errors can-
not be made in the general case. Ignoring correlations
between fusion inputs results in a suboptimal assignment
of weights to each observation, and a distorted estimate
of the variance of the result. In the case of a system that
uses distributed sources of information and fuses data at
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various points in the process, the estimated fused vari-
ance of a fused value will determine its influence on fur-
ther fusion processes. Positive correlations, for example,
cause the fused variance calculated according to (2) to
underestimate the true variance, which in turn leads to a
greater weight in the next fusion process than should be
assigned.

III. EXTENDED CONFIDENCE-WEIGHTED

AVERAGING

To take advantage of known correlations, the method de-
scribed above can be extended. The variances and covari-
ances of the sensor errors are expressed in the covariance
matrixΣ = σij . The variance of the result of a weighted
average is now

σ2
FUSED =

n∑
i=1

n∑
j=1

wiwjσij . (4)

The vector of weightsw = wi that minimizes this
fused variance can be calculated as in expressions (5)-
(7), wherec1 represents the first column ofΣ without its
first elementσ11, σ11 is a vector ofn − 1 replications
of σ11 andC∗ representsΣ without its first column and
first row:

w∗ =
(
σ111T − c11T − 1c1

T + C∗)−1(
σ11 − c1

)
(5)

w1 = 1− 1T w∗ (6)

w =
[

w1

w∗

]
(7)

IV. MULTI -SENSORCASE STUDY

In order to obtain sets of real sensor measurements for the
evaluation of this method we have used a mobile robot
equipped with three infrared sensors and two ultrasonic
sensors. The sensors installed on the robot are interfaced
by a TTP/A smart transducer network via a gateway node
on the robot. Figure 1 shows a schematic representation
of the measurement setup. The test obstacles were placed
at various distances, while the sensor measurements were
logged at a connected PC.

An evaluation of the data has shown that our extended
approach to confidence-weighting can reduce the error
of fused results, but shows its greatest advantage in an
improved estimation of the variance of the result. The
estimate is generally much closer to the true variance,
so that the reliability relative to other measurements is
estimated more accurately.

Sensor Bus

Gateway

Test
Obstacle

RS232

Sensors
under Test

Recorder

IR1

IR2

IR3

US1

US2

Smart
Transducers

distance

Figure 1: Setup for sensor fusion testing

If fused results are themselves used as inputs into an-
other fusion process, we have found that the correlations
between measurements can best be integrated when fus-
ing highly correlated sensors in a first step. When fusing
measurements with uncorrelated error first, dependencies
between those fused inputs and others that will be added
at a later point may be masked and cannot be fully con-
sidered in the calculations.

ACKNOWLEDGEMENTS

This work was supported by the Austrian FWF project
TTCAR under contract No. P18060-N04.

REFERENCES

[1] R.E. Kalman. A new approach to linear filtering and
prediction problems.ASME Journal of Basic Engi-
neering, (82):35–45, March 1960.

[2] K. Marzullo. Tolerating Failures of Continuous-
Valued Sensors.ACM Transactions on Computer
Systems, 8(4):284–304, November 1990.

[3] U. Schmid and K. Schossmaier. How to reconcile
fault-tolerant interval intersection with the Lipschitz
condition. Distributed Computing, 14(2):101–111,
April 2001. Springer-Verlag GmbH.

[4] W. Elmenreich. Sensor Fusion in Time-Triggered
Systems. PhD thesis, Vienna University of Technol-
ogy, Institut f̈ur Technische Informatik, Vienna, Aus-
tria, October 2002.

68



Numerical Simulations of Electrical Characteristics  
of Piezoceramic Sensor 

 
Petr Sedlak, Jiri Majzner Jan Havranek and Josef Sikula (Faculty Mentor) 

Department of  physics, Faculty of Electrical Engineering and Communications 
Brno University of Technology 

Brno, Czech Republic 
Email: xsedla49@stud.feec.vutbr.cz 

 
 
Abstract — The paper presents the numerical 
approach and results for piezoceramic sensor 
electrical characteristics. A method for the analysis 
of piezoelectric media based on finite element 
calculations is presented. Object of study is a disc 
and the problem is defined as two dimensional 
axisymmetric task, for simplicity. The own 
algorithm was developed in MATLAB. The 
numerical results are compared with experimental 
results.  

I. INTRODUCTION 
Robust numerical simulations of advanced structures 
will result in the development of designs that perform 
better than their passive counterparts while costing 
less. In order to optimize the design of complicated 
structures that are subjected to simulation is 
necessary. Figure 1. presents typical construction of 
acoustic emission sensor. 

 

Figure 1: Piezoceramic sensor in detail 
(1 membrane, 2 piezoceramic segment, 3 insulated 
ring,4 case base, 5 damping material, 6 case cover) 

The finite-element method is very attractive since it 
can be applied to any geometry for any set of 
material properties and loading conditions as long as 
the appropriate constitutive relationships and 

equilibrium conditions are met. Since the method is 
not restricted by size, one can use the so called zoom 
feature in finite-element meshing to use different-size 
elements to describe device. Many researchers have 
used the finite-element method for modeling 
piezoelectric sensors and actuators since the 1970s. 
The first finite element formulation was proposed by 
Allik and Hughes [1]. A comprehensive paper was 
written by Lerch [2] on the simulation of 
piezoelectric devices that included time domain 
modeling. The numerical approach presented may be 
used in CAE models for nondestructive testing 
sensors. 

II. FINITE-ELEMENT MODEL 
Piezoelectric materials are anisotropic and the elastic 
field in such materials is coupled with the electric 
field. Finite element equations for piezoelectric 
materials have already been formulated in many 
papers. A finite-element formulation is presented for 
modeling the electrical characteristics of 
piezoelectric ceramic sensors. 

Object of study is a disc. For simplicity, the problem 
is defined as two dimensional case, axisymmetry 
task. The finite element equations used in the 
calculation of the resonance frequencies and 
corresponding eigenvalues are therefore the ones 
given by [2] 
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where U is a vector of nodal displacements, Kuu is 
mechanical stiffness matrix, Kuφ is piezoelectric 
coupling matrix, Kφφ is dielectric stiffness matrix, M 
is mass matrix, F is mechanical forces vector and Q 
is electrical charges vector. The FE equations are 
transformed to H-form [3], where the potential in the 
nodes of the elements are condensed out of the FE 
equations, and instead the voltage V is introduced  
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Electrical properties of piezoceramic elements are 
defined by impedance spectrum. On the base of this 
spectrum, equivalent capacitances and equivalent 
inductances are calculated. The frequency 
dependence of impedance can be computed directly 
from the FE equations (2) using matrix manipulation. 
Piezoelectric body is thought as capacitor. 
Impedance is given by  

 )()(),(/1)( ωωωωω CiYYZ == , (3) 

where Y(ω) is admittance, ω is radial frequency, 
C(ω) is frequency dependent capacity of 
investigation object. It can be elicited out of equation 
(2), when harmonic excitation is supposed 
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where A is the displacement of the nodes. The final 
relation for admittance can be expressed  

( )[ ]φφφφωω HHVFWHiY u
T
u +−−= − /)( 1  , (5) 

where ( )uuHDiMW ++−= ωω 2  must be 
computed for each frequency. 

III. RESULTS AND CONCLUSION 
On the basis of the presented formulations and 
considerations the own algorithm was developed 
in MATLAB. The PCM-51 discs of diameter 10 mm 
and thickness 3 mm were modelled using 3x10 
4-node isoparametric elements. The impedance 
spectrum was computed and compared with 
corresponding measurement in frequency range 
100 kHz to 2 MHz.  
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Figure 2: Comparison of measured impedance of a 
PCM-51 disk with corresponding simulations 

In Figure 2. presenting the comparison, differences 
between simulation and measurement are. This 
inaccuracy is given by the fact that the computation 
scheme calculates with constant relative permittivity 
probably. 

The algorithm was also design to solve complex task, 
not only for piezoceramics disc or ring. This was 
required to study the influence of other parts in 
assembly of sensor on impedance spectrum, see 
Figure 3. 
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Figure 3: Impedance vs. frequency 
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Abstract — This research is about black-box modelling of
a microwave Power Amplifier (PA) and its performance in the
almost linear and compression operation modes. An in-band
quasi-white noise complex-valued signal is used as input for the
identification procedure. A segment of the input-output mea-
surement data is processed to generate an initial model. The
model is cross-validated with the entire measurement signal.
The first order Volterra kernel is extracted in order to obtain an
estimation of the amplifier’s memory. A new model is generated
and possible performance improvements are studied. The result
of this process is a suitable block-structure for the final ampli-
fier model. This resulting model can be used for simulation of
linearization systems or even in further identification processes.

I. INTRODUCTION

With so many emerging transistor technologies and fab-
rication methods it is very difficult to develop a general
behavioral model which can be used with every compo-
nent. The necessary physical parameters are not avail-
able in commercial cases since this constitutes the indus-
try’s know-how. However, they are the basis to formulate
precise mathematical expressions or parametric models
that contain algebraic or differential equations. These
facts lead to the use of inductive and data driven amplifier
models in many cases.

Among different methodologies used for black-box
modelling (as Neural Networks and parametric mod-
elling with differential equations), the modular approach
methodology was employed.

The process of achieving the amplifier model consist
of two tasks: First, a suitable model structure has to be
selected and then the model parameters can be estimated.
Finally, the coefficients of the resulting model can be ex-
tracted.

The objective of this paper is to present a model iden-
tification algorithm as shown in Fig. 1 and presented in
details in [1]. At the beginning the estimated first order
Volterra kernel from an initial model is evaluated, pro-
viding an insight into the amplifier’s memory effects. By
the use of this parameter a more accurate second model
is calculated. Then the gathered information on memory
and structure is used for the process improvement and to
achieve the final model.

II. WIENER AMPLIFIER MODEL

The structure chosen was the Wiener Model due to its
similarity to the amplifier behavior. This model is com-

Method selection

First model

1st order Volterra kernel
estimation

%VAF?
Robust?

Data
measurement

Amplifier memory
estimation

Second
model

# of polynomial coefficients and
# of lags selection

# of polynomial coefficients and
# of lags selection

Correction

New structure?

Final
model

Correction

%VAF?
Robust?

Figure 1: Algorithm used in the identification process

posed of cascaded linear and nonlinear blocks.
The Wiener Amplifier Model (WAM) output can be

represented as:

y(t) =
Q∑

q=0

c(q)

(
T−1∑
τ1=0

· · ·
T−1∑
τq=0

h(τ1) . . . h(τq) ·

· u(t − τ1) . . . u(t − τq)

)
(1)

where Q denotes the maximum order of the polyno-
mial used, c(q) are the polynomial coefficients, T is the
memory length, t and τq are discrete indexes of the sam-
pling interval and h(τ) is the impulse response.

III. MODEL FITTING TECHNIQUES

This section describes the techniques used in the identifi-
cation of the WAM linear and nonlinear blocks.

Linear Block: The linear block is identified by mea-
sured input/output data. Applying the singular value de-
composition (SVD), it is possible to find a suitable form
for the least mean square estimator of the impulse re-
sponse function used to estimate the linear block of the
WAM. This technique has shown to be computationally
efficient and very suitable when the input signal is strong-
colored and the SNR is low [2].

71



Pre amp. 

PA

Random 
Data

Source

16-QAM 
Modulator

Square Root 
Raised

Cosine Filter

16-QAM 
Demodulator

BER
Calculation

89600 Signal 
Analysis
Software

PSA

Spectrum
Analyzer 

PC Workstation

Attenuator 

Noise
Source

Internal
Memory

AMIQ & SMIQ 

1.96 GHz 
LO

Square Root 
Raised 

Cosine Filter

I

Q

I

Q

Figure 2: Measurement system used

Figure 3: Amplifier gain characteristics curves

Nonlinear Block: The input signal for the estimation
of the WAM nonlinear block is the convolution between
the input measured signal with the already estimated lin-
ear block. Then a linear regression in a minimum mean
square error sense is applied between this convoluted sig-
nal and the measured output signal.

IV. MEASUREMENT SETUP

The measurement system is presented in Fig. 2. The
class AB main amplifier has the following nominal char-
acteristics: Frequency range of 1.93 . . . 1.96 GHz, max-
imum output power of +48dBm and 36 dB Gain. The
PA’s output signal was measured at a center frequency of
1.96 GHz using an Agilent Performance Spectrum Ana-
lyzer (PSA) and processed by the Agilent 89600 Signal
Analysis Software.

The measured amplifier gain characteristics curves are
shown in Fig. 3. The gain amplitude and phase present
significant changes in the area near the 1 dB compression
point.

V. AMPLIFIER IDENTIFICATION AND INVES-
TIGATION

The WAMs were calculated using the pseudo-inverse
approach with a small segment of the measured in-
put/output signal at different input power levels and
cross-validated with the entire data set until a satisfactory
%VAF (or NMSE) was achieved (see [3]).
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Figure 4: PSD curves for the model estimated with noisy
signals (upper curves) at the amplifier compression point
and validation using noise free data (lower curves). The
curves were normalized and the lower curve was shifted
to help the visualization.

The configuration of the measurement setup showed
in Fig. 2 provides also the possibility to analyze how
the model behaves when the input signal is contaminated
with noise, as described in details in [4].

VI. CONCLUSION

The research is about the black-box modelling of PA
models using the pseudo-inverse approach with complex
signals. The pseudo-inverse technique presented reason-
able results for PA estimation. The models were analyzed
and showed acceptable results when compared with mea-
sured data. Another modelling possibilities are being re-
searched.
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Abstract — Time-Triggered (TT) Ethernet unifies realtime
and non-real-time traffic into a single coherent communication
architecture. It is intended to support different types of appli-
cations, from simple data acquisition systems, via multimedia
systems up to the most demanding safety-critical real-time con-
trol systems which require a fault-tolerant communication ser-
vice that must be certified. TT Ethernet distinguishes between
two traffic categories: the standard event-triggered Ethernet
traffic and the time-triggered traffic with temporal guarantees.
The event-triggered traffic in TT Ethernet is handled in confor-
mance with the existing Ethernet standards of the IEEE. The
design of TT Ethernet has been driven by the requirement for
certification of safety-critical systems and by an uncompromis-
ing stand with respect to the integration of legacy applications
and legacy Ethernet hardware.

I. TIME-TRIGGERED ETHERNET

The duration of a message transmission over the net-
work depends on the characteristics of the network traf-
fic and the network architecture. We distinguish between
two different scenarios: cooperative senders and com-
peting senders. If senders are competing (as in standard
Ethernet [1]) there is always the possibility that two or
more messages are sent to a single receiver simultane-
ously. There are two ways to resolve this conflict: back-
pressure flow control to the sender (this is the choice of
the bus-based “Vintage Ethernet” [2]) or the storage of
the messages within the network (this is the choice of
switched Ethernet). Both alternatives involve increased
message transmission jitter which is unsatisfactory in
real-time systems [3]. Therefore, we conclude that in
real-time systems the senders must cooperate to avoid
conflicts. This cooperation can be achieved through co-
ordination by reference to a global view of time.

In many industrial domains, e.g. the automotive and
aerospace domain, the functional range of distributed ap-
plications increases, and therefore the bandwidth require-
ments are reaching the limits of the currently available
communication mediums. This creates a demand for
a new communication medium that will support these
distributed applications. To drive towards certification,
many applications are designed using the time-triggered
paradigm, so a new communication medium is needed
that supports this architecture. Because Ethernet is well-
established in the event-triggered world, there are many

approaches which try to adapt Ethernet in a way, that it
can be deployed in applications where temporal guaran-
tees are necessary. All these solutions use the concept of
cooperative senders in order to guarantee constant trans-
mission delays.

Time-Triggered Ethernet [4] allows competing
senders to coexist with cooperative senders on the same
network while preserving the temporal predictability of
the traffic among the cooperative senders. To integrate
competing traffic seamlessly in the same network
without interfering with the cooperative traffic, Time-
Triggered Ethernet introduces two message classes using
the standardized Ethernet frame format [1]:

– Standard Ethernet messages used for Event-
Triggered (ET) traffic by competing transmitters.

– Time-Triggered (TT) messages, transferred among
cooperative senders.

ET messages are transmitted in those time intervals
where the communication medium is not used for trans-
mission of TT messages. To avoid that ET traffic affects
the temporal properties of the TT traffic, TT messages
preempt all ET messages that are in their transmission
path.

Introducing these two message classes guarantees the
compatibility to standard Ethernet “commercial of-the-
shelf” (COTS) components and existing networking pro-
tocols without any modification of the competing trans-
mitters. Further it is possible to realize a scheduled mes-
sage transfer between all cooperative senders by estab-
lishing and maintaining a global time base.

II. TIME-TRIGGERED ETHERNET CONFIG-
URATIONS

To provide tailored solutions for different levels of safety
requirements a TT Ethernet system can be implemented
using the

– standard TT Ethernet configuration, or the
– fault-tolerant TT Ethernet configuration.

A. STANDARD TT ETHERNET CONFIGURATION

The standard TT Ethernet configuration can be used for
real-time applications that require guaranteed message
transmission delays, for example multi-media streaming
applications.
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Any TT Ethernet system consists of a set of computer
nodes which are connected to a TT Ethernet switch (Fig-
ure 1). A computer node consists of a host computer and
a communication controller. For the non-safety-critical
configuration of TT Ethernet, two different kinds of com-
munication controllers can be used:
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Figure 1: Standard TT Ethernet configuration

– The COTS Ethernet card can only be used to
receive TT Ethernet traffic. As TT Ethernet con-
forms to the IEEE 802.3 standard, any COTS Eth-
ernet equipment is able to receive TT messages.
The differentiation is done by the Ethernet Type-
ID, which is s part of the Ethernet message header
[1]. The IEEE standard authority assigned the bit-
pattern 0x88D7 exclusively to identify a TT Ether-
net message. COTS Ethernet components are not
allowed to send TT Ethernet messages - they are
only allowed to generate ET traffic.

– The standard TT Ethernet controller is used in
non-safety critical nodes. The communication con-
troller is in charge of executing the TT Ethernet
communication protocol, whereas all resources of
the host computer are available for the application.

The controllers are connected via a point-to-point con-
nection to the TT Ethernet switch. The TT Ethernet
switch guarantees predictable transmission delays for TT
traffic, even when ET and TT messages are transmitted
using the same Ethernet network. Whenever there is a
run-time conflict between ET traffic and a TT message
the TT Ethernet switch preempts the ET traffic and trans-
mits the TT message with a constant transmission delay.
The TT Ethernet switch autonomously retransmits any
preempted ET message immediately after the transmis-
sion of the TT message has finished. ET messages have
therefore no effect on jitter and transmission delay of the
time-triggered messages and are handled according to the
IEEE 802.3 standard [1]. The TT Ethernet switch is used
in non-safety-critical TT Ethernet configurations.

B. FAULT-TOLERANT TT ETHERNET CONFIGURA-
TION

The fault-tolerant TT Ethernet configuration (Figure 2)
is used for safety-critical real-time control applications
that require predictable transmission delays and that shall
tolerate component failures.

A special kind of TT Ethernet controller is needed
for the fault-tolerant TT Ethernet configuration. In or-
der to tolerate communication channel faults, the safety-
critical TT Ethernet controller transmits and receives
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Figure 2: Fault-tolerant TT Ethernet configuration

redundant messages using two communication channels.
Furthermore, the safety critical TT Ethernet controller
implements services like

– fault isolation,
– fault tolerant time-base, and
– diagnosis.
The TT Ethernet switch in a fault-tolerant TT Ether-

net system is similar to the TT Ethernet switch in stan-
dard TT Ethernet, but the input and output ports of each
switch are monitored and controlled by its guardian.
The guardian has knowledge about the schedule of the
redundantly transmitted TT Ethernet messages and dis-
ables the inputs of the switch from controllers that could
possibly interfere with the transmission of these mes-
sages.

III. RESULTS AND ONGOING WORK

We implemented a TT Ethernet switch in hardware using
an FPGA and implemented a standard TT Ethernet con-
troller in software. Using these components, it is possible
to build a non-safety-critical TT Ethernet system.

TT Ethernet defines message periods from 2 seconds
down to 63 µs. With the software implementation of the
TT Ethernet controller it is possible to use message peri-
ods down to 4 ms while reaching a precision of the global
time in the magnitude of 120 µs.

Currently we are working on an FPGA implementa-
tion of the standard TT Ethernet controller. Implement-
ing the TT Ethernet protocol in hardware will give us the
possibility to use all the defined message periods while
reaching a precision of the global time of about 1 µs.
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Abstract — A wireless ad-hoc network needs a suitable mul-
tihop routing protocol to facilitate the communication between
arbitrary nodes. This paper presents SDT/VAR, an efficient pro-
tocol for communication in wireless ad-hoc networks. Our ap-
proach is based on the duality of Delaunay triangulation and
Voronoi diagram, and guarantees the scalability of the wireless
ad-hoc network, because the SDT/VAR protocol is completely
independent of the total number of nodes in the network.

I. INTRODUCTION

Wireless ad-hoc networks are a hot topic in wireless com-
puting that attract a lot of attention to military, govern-
ment and commercial customers. Wireless ad-hoc net-
works are made up of nodes that communicate with each
other over a wireless medium in the absence of a fixed
infrastructure and any centralized control. Direct com-
munication between two arbitrary nodes is generally not
possible and hence amulti-hop routingprotocol is re-
quired. Routing in wireless ad-hoc networks is nontrivial
since mobility, erroneous nodes and changes in node ac-
tivity status cause frequent and unpredictable topology
changes. Routing is usually addressed at the network
layer of the OSI 7-layer hierarchy. The overall network
layer responsibilities are divided between the topology
control sublayer and the routing sublayer.Topology con-
trol and routing are two of the common problems in the
context of wireless ad-hoc networks. The aim of the
topology control sublayer is to construct an appropriate
topology to improve the efficiency and performance of
the overlying algorithms. The routing sublayer manages
the message exchange between non-neighboring nodes
in a wireless ad-hoc network. Algorithms proposed un-
til today generally separate topology control and routing,
but a common development upon one efficient data struc-
ture lead to considerably increased performance.

II. THE SDT/VAR COMMUNICATION PRO-
TOCOL

The primary idea of our work is the combination of two
different topics of computer science — i.e., wireless ad

∗This research is supported by the Austrian Science Fund (FWF)
under grant no. P18264-N04 (SPAWN-Project).

hoc networks and computational geometry. TheShort
delaunay triangulation(SDT) [1] is a powerful topology
based on the construction rules of theDelaunay triangu-
lation and theVoronoi-aided routing(VAR) [2] protocol
is an efficient implementation of the well knowngreedy/
perimeter routingapproach [3]. The computation of the
Short delaunay triangulation yields automatically to lo-
cal Voronoi diagrams for the efficient implementation of
Voronoi-aided routing. The duality of Delaunay triangu-
lation and Voronoi diagram can be seen in Figure 1.

Figure 1: Delaunay triangulation (dashed lines) and
Voronoi diagram (solid lines)

The greedy forwarding approach is a totally localized
approach: The routing decision at a node is only based on
its own position, the position of its single hop neighbor
nodes and the position of the destination node. When an
intermediate node receives a message for a specific desti-
nation node, it forwards a message to that neighbor node
who is closest to the destination node, i.e., the neighbor
node with the shortest euclidean distance to the destina-
tion node. Greedy routing can be used until the message
reaches the destination or a node where no neighbor is
closer to the destination than the node itself. At such a
local minimum, greedy routing is no longer possible and
a recovery strategy is required. A well-known recovery
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strategy is perimeter routing. The perimeter routing ap-
proach uses the Right hand rule to forward a message
along the perimeter of the faces of a planar topology.
Each node that receives a message forwards the message
on the next edge counterclockwise with respect to itself
from the ingress edge. The Right hand rule traverses the
interior of a closed polygonal face in clockwise edge or-
der or in counterclockwise edge order if it is the exterior
face. If a node is reached, with position is closer to the
destination node than the node where the greedy strat-
egy previously failed, the greedy routing algorithm takes
over control again. The planarity of the topology is an
indispensable property to guarantee the functionality of
perimeter routing.

sdest

s1

sstart

Figure 2:Greedy Routing: Nodesstart wants to send a
message to nodesdest. Nodesstart use its local Voronoi
diagram and a point-location algorithm to find the neigh-
bor node which is closest to the destination — this iss1

— and forwards the message to this node. Each node to
the same until the message reach the destination.

The Short delaunay triangulation (SDT) algorithm
computes the underlying topology for greedy/perimeter
routing. The topology fulfills the required planarity and
is the densest possible planar topology. The density of a
topology is important to guarantee the existence of effi-
cient paths between the nodes and an equal distribution
of network load. The Voronoi-aided routing (VAR) algo-
rithm uses the same data structure than the topology for
efficient forwarding of a message to a destination. Both
algorithms are totally localized. They use only informa-
tion of the single hop neighbor nodes for the computa-
tion of the topology resp. to forward a message. Local
computation guarantees the scalability of the network,
because a localized algorithm is completely independent
of the total number of nodes in the network.

III. CONCLUSION

A common implementation of topology control and rout-
ing like the SDT/VAR approach is the most efficient im-

sstart

s2

sdest
‖s1, sdest‖

s1

Figure 3: Greedy/Perimeter Routing: Node sstart
wants to send a message tosdest and forwards the mes-
sage in greedy mode tos1. Nodes1 is closersdest than
its neighbor nodes. Hence,s1 initiates the perimeter
mode and forwards the message to nodes2. Nodes2

is closer tosdest thans1 and so the message will be for-
warded in greedy mode again.

plementation of greedy/perimeter routing. The compu-
tation of the topology has time complexityO(n log n),
wheren only is the number of single hop neighbor nodes.
This matches the lower bound on the construction of a
planar topology. The routing algorithm uses the same
data structure and only requiresO(log n′) time complex-
ity to find the next node in the communication path,
wheren′ ≤ n is the number of single hop neighbor nodes
in the topology. This number can be significantly lower
than the number of single hop neighbor nodes in the com-
munication graph. The number of single hop neighbor
nodes is on average6 in the Delaunay triangulation.
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Abstract — An important primitive in the hardware imple-
mentations of linear DSP transforms is a circuit that can mul-
tiply an input value by one of several different constants. We
propose a novel implementation of this circuit based on com-
bining theaddition chainsof the constituent constants. We com-
pare the area-efficiency of this addition chain based approach
against a straightforward approach based on a constant table
and a full multiplier.

I. INTRODUCTION

This paper is concerned with the arithmetic circuit forse-
quential multiple constant multiplication. The inputx is
a fixed-point value of a specified bitwidth. The output
of the circuit iscix whereci is one ofN fixed-point con-
stants{c1, c2, . . . , cN} selected according to adlog2 Ne-
bit control inputi.

II. MULTIPLICATION BY ONE CONSTANT

Area-efficient arithmetic circuits to multiply a fixed-
point input by a single fixed-point constant have been
studied extensively. In literature, the best approach in
terms of minimum number of additions (and subtrac-
tions), is reported by Gustafsson, et al. in [1] and solved
for constants up to 19 bits.
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Figure 1: The DAG corresponding to multiplying by
10011100100101.

A single constant multiplication can be best repre-
sented as a directed acyclic graph (DAG) as shown in
Fig. 1. The nodes of the graph represent additions resp.
subtractions and the edges represent the dataflow be-
tween them. Each edge is labelled by a positive integer
k, which represents the shift, or scaling by2k, applied to
the operand at this edge. In the trivial casek = 0, we
omit the label. Each node can be labelled by the interme-
diate constantf at this node. We call these numbers the
fundamentalsof the DAG following [2]. In other words,

x

c  x

c  x

c  x

1 

2

N

(a)

M
U
X

M
U
X

M
U
X

x

i

c x
i

(b)

Figure 2: DAG based multiplierblock for (a) parallel and
(b) sequential multiplication byN given constants.

if x is the DAG input andf is the fundamental of a node,
then the output of this node isfx.

III. MULTIPLYING BY MULTIPLE CON-
STANTS

In this section, we consider the problem of multiplying
an inputx by a given set{c1, . . . , cN} of N constants
again using only additions and shifts. There are two fun-
damentally different scenarios: (1)Parallel multiplica-
tion is performed by a multiplier block that simultane-
ously outputs theN valuesc1x, . . . , cNx. (2) Sequential
multiplication is performed by a logic block that outputs
cix as controlled by an input that specifiesi.

Parallel multiplication. Most of the known parallel
multiplication methods [3] also use a DAG-based ap-
proach. The basic idea is to achieve savings by gener-
ating the given constants DAGs that “overlap” in terms
of fundamentals. The resulting multiplier block is shown
as a schematic in Fig. 2(a). The leaf-shaped structures
are the single constant DAGs forc1, . . . , cN . An over-
lapping region is highlighted. Overlapping, or sharing of
properly chosen fundamentals yields savings.

Sequential multiplication. In this paper, we are inter-
ested in sequential multiple constant multiplication. The
most straightforward implementation of this logic block
would be to use a full multiplier and store the preset
constants in a lookup table. Again the question arises
whether it is possible to exploit redundancy or inherent
structure of the problem using a DAG based approach.

In parallel multiplication each unique fundamental is
instantiated as one adder. In sequential multiplication
however, since only one product is visible through the
output at any moment, the results of some adders are un-
used. This opens the opportunity for the fundamentals
from different DAGs, equal or not, to share the same
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Figure 3: Optimal DAGs for 45 (a) and 19 (b) and the
fused DAG (c) produced by our algorithm.

adders by time-multiplexing, thus exploiting the topo-
logical similarities between the DAGs to a much larger
degree. This is the basic idea behind our solution (see
Fig. 2(b)), which inserts multiplexers into the DAG for
adder sharing and thus reduced area requirements. Fig. 3
shows a small example of how our algorithm works. It
“fuses” the DAGs’ adders and tries to minimize the num-
ber of introduced multiplexers.

IV. EXPERIMENTAL RESULTS

The proposed algorithm has been implemented in a tool1

that takes as input theN constants and generates the
Verilog netlist of an area-optimized fused multiplication
circuit for these constants. We present a comparison of
circuits generated by our DAG fusion algorithm against
the baseline sequential multiple constant multiplication
scheme comprising a full multiplier and a constant table.
They were synthesized for a commercial 0.18µm stan-
dard cell technology ASIC library.

Fig. 4 and 5 present a representative example, for an
input bitwidth of 16 and a maximum constant bitwidth of
16. The x-axis shows the number of constants fused, and
the y-axis shows the circuits’ area in microns in Fig. 4,
and the circuits’ critical path delay in ns in Fig. 5. For
each point the comparison is based on the average per-
formance over 10 sets of randomly selected constants, of
a maximum bitwidth of 16.

For small values ofN , our solution yields consider-
ably smaller synthesized circuit area. However, for suf-
ficiently large values ofN , the fused multiplier circuits
grow to be too expensive with respect to the baseline ap-
proach where only the constant table expands withN .

The critical paths for fused-DAG multipliers are ap-
proximately two times greater than the corresponding
baseline designs in all cases. From a performance stand-
point, one should always utilize the standard multiplier
design especially when optimized multiplier macros cells
are available.

1http://www.ecs.tuwien.ac.at/mitarbeiter/petertu/mcmgen/
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Figure 4: Average synthesized area of fused DAGs and a
generic multiplier solution
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Figure 5: Average synthesized critical path delay of
fused DAGs and a generic multiplier solution

V. CONCLUSIONS

We proposed a new architecture to support multiplication
by one of several constants according to a control input.
For an interesting and relevant space of problems, our ap-
proach can offer considerable saving in circuit area albeit
for the penalty of increased latency.
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Abstract — The present work investigates formal 
models of spatial conceptualizations. Algebraic 
specifications are derived from recent findings in 
developmental psychology. The proposed models 
consider adaptation as a crucial element and are of 
specific interest for raising the usability of geo-
graphic information systems. Interoperability of 
geographic information often fails due to different 
conceptualizations. The work aims to overcome 
these differences by finding transition mechanisms 
between spatial conceptualizations. 

I. INTRODUCTION 
“Hard sciences” like physics and geometry define 
how to build models of spatial reality into a geo-
graphical information system. This results in systems 
lacking user friendliness and suffering from low 
acceptance because humans conceptualize spatial 
reality differently. There is a need for conceptualiza-
tions of the world that are not based on physical or 
geometrical principles but on common sense respec-
tively naïve conceptualizations [1]. 

In order to model these conceptualizations, studies 
of the human mind should be considered. The psy-
chologists Andrew Meltzoff and Alison Gopnik 
introduce the theory theory, a theory about how chil-
dren build conceptualizations (theories) of reality [2]. 
Conceptualizations in their sense are very small and 
underlie frequent change when counterevidence is 
observed. Children build theories of the world that 
are based on testing hypothesis in a way scientists do. 
In the present work formal models of these theories 
are proposed. 

Theories are often considered to be something big 
like Einstein's theory of relativity or Darwin's theory 
of evolution. In the context of the paper theories are 
assumed to be small units. Philosophers like Roberto 
Casati and H.N. Castañeda would rather refer to 
theoritas – small theories – to distinguish them from 
fully fledged theories [3]. 

We expect that formal models about people’s 
commonsense understanding of space help to address 
interoperability problems under a new paradigm, 
make robots more “intelligent”, and human-machine 
interfaces more usable. 

II. HYPOTHESIS 
We hypothesize that human spatial conceptualiza-
tions can be built using algebras. Here algebras in 
their simplest definition are assumed, as being a set 
of sorts, operations, and axioms. A change in a spa-
tial description can be reflected in those algebras by 
an adaptation of axioms. 

III. THE SANDBOX 
For testing the hypothesis space related experiments 
of developmental psychology are simulated with an 
agent based approach. Here we do not carry out em-
pirical studies on our own. We rely on a plethora of 
available studies [2, 4, 5]. The interpretations of these 
studies are used to build the conceptual model of a 
spatial cognizing agent. 

An agent can be seen as anything that perceives its 
environment through sensors and acts on its envi-
ronment through effectors [6]. The knowledge base 
of the agent is structured in algebras. A two tiered 
reality beliefs model allows to model errors in an 
agent’s perception by separating facts from beliefs. 
This distinction is vital for modeling situations where 
agents are puzzled. This always happens when be-
liefs about the “real world” do not fit together with 
the actual facts. 

Current results show that the spatial cognizing 
agent has to rely on external sources of information 
through perception and on self-reflection mecha-
nisms in order to gain more advanced conceptualiza-
tions. The agent can hold more than one spatial con-
ceptualization of a certain fact in the environment 
and makes use of all of them. In the following sec-
tion an example is discussed to show the methodol-
ogy of the present thesis. 

IV. AN ALGEBRA BASED AGENT 
When looking for lost objects, like keys, we follow a 
number of rules. Empirical experiments showed that 
these rules develop in childhood and that the same 
rules seem to appear in infants as old as some months 
when watching an object disappear [4, 5]. 
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First we look at the place the keys have last been 
visible, if we have no success in finding them we 
continue to search in the place they usually are. In the 
case of no success we go back the path we moved 
along recently. If all these rules fail an irrational 
search strategy in random places could be applied, 
before we give up searching the object. These rules 
form the basis for the development of the following 
algebras. 

Two algebras in a pseudo code notation are pre-
sented. The operation isAt returns TRUE when the 
agent has knowledge about the current object’s posi-
tion and FALSE when he has no clue where to look 
for the lost object. The function loc o stands for the 
current perception of the agent about the object loca-
tion. The functions last o, usual o, and path o stand 
for the prediction of the object location for an object 
o at the last-visible-seen, usual-seen, and along-
trajectory-moving-seen object location. The place-
holder a is instantiated with an agent’s state of mind 
at a certain time point. An initial theory for a lost 
object seems to consider just the last-visible-seen-
location. The initial algebra is shown in equation (1). 
 
Algebra Lost a where 
Operations 
    isAt: a -> o -> Bool   (1) 
Axioms 
    isAt = loc o == lastseen o 
 

This kind of theory will not work as contradictions 
between observations and predictions will occur. The 
object can not always be retrieved in the last seen 
position. Further perception will lead to new evi-
dence that objects can be retrieved also in positions 
like the usual-seen location. A new theory will be 
formed and will predict that the lost object could be 
at the last-visible-seen-location OR a usual-seen 
location. 

In order to reflect this insight in the previous alge-
bra the isAt axiom has to be adapted. As objects also 
move in space, new contradiction will arise. Another 
exchange of the isAt axiom will be necessary. Disap-
peared objects can also reappear along the path they 
moved. The more advanced algebra that is achieved 
after two transitions is shown in equation (2). 

 
 
Algebra Lost o where 
Operations 
    isAt: a -> o -> Bool 
Axioms 
    isAt = (loc o == lastseen o) ||  (2) 
               (loc o == usualseen o) || 
               (loc o == path o) 

The conceptualization of the location of a lost ob-
ject changed from the initial to an advanced algebra, 
because contradictions were observed. The change in 
the algebra for lost objects is reflected in an adapta-
tion of the axiom. This proofs the hypothesis, that 
human spatial representations can be modelled using 
algebra, for the selected example. 

V. FUTURE RESEARCH 
We assume that spatial theories are very small in the 
number of axioms. More spatial theories have to be 
formalized to confirm this assumption. Especially 
models for agents that move in their environment are 
needed. 

Future research will also address multiple agent 
systems, where commonsense concepts about space 
can be exchanged among agents. Agents that are 
exposed to the same perceptions in an environment 
should end up in the same spatial conceptualizations 
of the environment. Still some agents may hold dif-
ferent conceptualizations as they are exposed to a 
different set of perceptions. In order to link different 
spatial conceptualizations structural similarities in the 
models will be exploited to build new algebraic 
specifications. 

The investigation of formal models about humans’ 
commonsense understanding of space will enable 
geographic information systems to interoperate better 
with other systems and also with the human user. 
Information and not just data! 
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Abstract — The aim of this project is to develop a digital
noise reduction system by using a hybrid approach, combining
passive and active solutions. The core digital sound process-
ing implementation is realised on a FPGA by using VHDL as
programming language. Regular approaches use specialised
hardware - digital signal processors - for this task. Therefore
a main goal of this project is to show that FPGA hardware is
able to compete with DSP circuitry. Previous research on this
topic conducted by the ECS group [1], to show the feasability
to implement such circuitry on current hardware.

I. INTRODUCTION

Two ways exist to reduce unwanted noise -passiveand
activeapproaches:

The passivemethod relies on the physical effect of
sound passing through materials. If a sound wave hits
a material, parts of the wave arereflected, absorbedand
an amount of sound - depending on the properties of the
material - passes through the medium. The amount of
sound that passes through defines the quality of the ma-
terial in terms of noise reduction. While high frequencies
are damped very effectively, lower frequencies are more
likely to penetrate the material. In order to counter this
behaviour thepassivesolutions tend to become very un-
handy.

Activesolutions on the other hand use electrical com-
ponents to create so calledanti-noise– a noise signal
which is phase-shifted by 180 degrees. By interference
the two signals cancel each other out. The focus for this
project lies on the digital filter implementations. The ad-
vantage is the high level of customisation which can be
obtained by using programmable logic. The major draw-
back ofactivesolutions is the growth of complexity re-
garding high frequency noise signals, because higher or-
der filters are needed.

The aim of this project is to develop active noise can-
cellation circuitry by using a FPGA as signal processor.
Combination with passive elements improves the overall
performance. This can be obtained by usingactivefilters
for lower frequencies andpassiveelements for the higher
bands creating ahybrid solution as shown in Figure 1.

0 dB

frequency

passive

fg

hybrid

active

Figure 1: Frequency responses for active and passive fil-
ters

II. ADAPTIVE FILTERS

The filter functionality will be implemented using a mod-
ified version of theLeast-Mean-Squares[2] algorithm.
The advantage of the LMS algorithm is the low com-
putational complexity while providing excellent results.
Numeric issues are of importance here, since the arith-
metic used in this implementation will befixed-point[3].
Simulations have shown, that using a modest word length
of 16 bits has no significant impact on the filter quality
compared to 32 bitsfloating-pointsimulations. The 16
bit were divided into 4 bits for integer and signum and
12 bits for the fractional part. See Section IV for actual
results of the simulations.

The core will implement theFiltered-X LMSalgo-
rithm, which is an improved variation of the basic LMS.
In [4] an implementation is presented for a DSP using
Filtered-X LMS. It provides faster convergence times
and is more stable by incorporating path estimates of the
components used. This is especially important for real-
world applications because the transfer function can not
be estimated in advance and depends on factors such as
the D/A converter, headphone and microphone transfer
functions and the person itself.

III. DESIGN

The design, depicted in Figure 2, involves two major en-
tities: the headphone and the filter logic.

The headphone itself is modified to enable feedback
to the digital algorithm. Inside the earcups there are er-
ror detection microphones which sample the noise pass-
ing through the earcups. On top of the head there is a
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Figure 2: Device setup

reference microphone which samples the environmen-
tal noise. The anti-noise is emitted through the built-in
speakers. Other approaches do not use the error micro-
phone [5].

The sound processing logic consists of an FPGA as
sound processing core and externalanalog/digital, digi-
tal/analogconverters to connect to the analog circuitry -
i.e. (pre-)amplifiers, microphones and speaker. The filter
is an adaptive type, this means the coefficients are up-
dated based on a given optimality criterium. Theerror
microphoneis crucial at this stage, since it provides es-
sential feedback information to the adaptive algorithm.
The microphone has therefore to be of higher quality and
(nearly) linear frequency response.

IV. PRELIMINARY RESULTS

The VHDL implementation was evaluated by using a
waveform containing a sinusoidal wave and a speech sig-
nal, which was distorted with a broadband white noise.
Figure 3 shows plots of the resulting waveform. On the
left the whole waveform is shown, on the right a zoom of
the first 25000 samples. The image shows the character-
istic adaption curve of the LMS algorithm.
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Figure 3: LMS filtering

Audible noise is heard during the first 2000 samples
at a sampling frequency of 44.1 kHz. The actual sam-
pling frequency used will be lower at about 8 kHz. The
plots are produced by using the LMS simulation data ob-
tained from the VHDL behavioural model using a word
length of 16 bits. The converter chips which provide the

interface to the core offer a word size of 12 bits. The
conversion result is internally spread over the 16 bits.

V. CHALLENGES

One of the challenges is to implement fixed-point arith-
metic on the FPGA. TheStratix II hardware used in the
project provides some DSP capabilities to the user like
adder, multiplier and MAC (multiply-accumulate) enti-
ties operating on unsigned bit values. By using the cor-
rect bit format, they can be incorporated into the design
to speed up processing. To prevent overflows the internal
range of the signals will be scaled to the interval (-1;1).

Additionally an external converter board has to be built
to support the number of needed converters - two ADCs
and a DAC. The board presently used features only one
converter. The selection of the converters is crucial here,
since they will provide additional distortion into the cal-
culation.

The timing of the entities is crucial to this project,
since many modules have to work hand in hand to
achieve the filtering and they have to perform in real-
time. Therefore a suitable sampling frequency providing
good noise compensation at feasible calculation time is
of main corncern.

VI. CLOSING WORDS

The project is still work-in-progress. Nontheless prelimi-
nary results gathered from simulations look very promis-
ing. The mixture of actual filter technologies has the abil-
ity to provide high-quality noise reduction with a mini-
mum of hardware cost and complexity that might outper-
fom commercially available devices.
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Abstract — We study the temporal behavior of synchronous
distributed real-time systems. To properly investigate such tim-
ing behavior, proper modeling of link as well as task schedulers
is required. The results of this modeling that allows to simulate
message-driven algorithms are presented in this paper.

I. INTRODUCTION

Problem domain These days distributed systems be-
come increasingly important particularly in the real-time
domain. Distributed algorithms and hard real-time prob-
lems are well studied separately but there are many open
issues concerning the combination of message-driven
distributed algorithms (algorithms which only react on
message arrivals) and real-time scheduling which need
further research. For time-driven algorithms the combi-
nation with real-time scheduling was already studied in
quite detail [2, 5]. Unfortunately, the problem domain
of message-driven distributed algorithms cannot be iso-
lated from the real-time scheduling problems, since the
results of the scheduling decisions influence the timing
of the distributed algorithm resulting in varying mes-
sage patterns. Since we consider message-driven dis-
tributed algorithms, these messages influence the real-
time scheduling on other nodes which in turn results in
further varying message patterns, and thus a circular pat-
tern evolves. So these problems need to be addressed in
union which results in recursively dependent job release
times.

Contribution There already exist a few distributed al-
gorithm simulators (and many tools for simulating and
calculating real-time scheduling problems), but there is a
lack of software that analyzes distributed algorithms for
real-time systems. Therefore, we developed a task model
which captures the combined problem whilst remaining
simple to handle. Furthermore, a simulation environment
was built based on this new task model.

II. TASK MODEL

A distributed algorithm is executed by a set of distributed
tasks. Every task consists of one or more jobs. Every
job is triggered/released by an incoming message. We
distinguish between interrupt and user-level jobs. Inter-
rupt jobs are triggered by incoming messages or inter-
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Figure 1: simulation model of a single node

nal timers — via a virtual timer message — whereas user-
level jobs are invoked by an interrupt job via a virtual
message (simulating buffering in shared memory for in-
stance) or by another user-level job also via a virtual mes-
sage. Messages can be sent by any job.

Every job naturally has a non-negative execution time
just as every message has a non-negative transmission
delay. The end-to-end delay is defined as the delay from
the instant a job decides to send a message until the time
this message is perceived at the target job. Evidently the
end-to-end delay is a composition of transmission de-
lay, the job’s execution time and the waiting times due
to blockage from other jobs. The scheduling discipline
is therefore very closely coupled to the magnitude of the
end-to-end delays.

III. SIMULATION MODEL

The simulation model (as drafted in Figure 1) of a node
consists of a Scheduler responsible for scheduling jobs as
well as dynamically spawning new jobs of existing tasks
due to incoming messages. The Task object holds task-
specific shared data which every job of the correspond-
ing Task can access. The LinkScheduler is responsible
for sending messages on the correct links of the node.
In order to be able to support sparsely connected net-
works, the Scheduler redirects messages not targeted to
the node’s address to the LinkScheduler and, thus, en-
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ables routing.
Two nodes are connected via Channel modules which

are able to simulate various link behaviors (e.g. FIFO
stubborn channels, etc.). To be able to simulate boot-
ing behavior of systems an AppSpawn module spawns
tasks at designated times. Additionally there exists one
DataCollector module for monitoring all data from the
designated task.

IV. SIMULATION ENVIRONMENT

The simulation environment is built on the public-source
simulation environment OMNet++ [1] which is well ex-
tensible while having a sophisticated graphical environ-
ment for experimentation. Custom modules can easily be
developed in C++ by deriving them from existing mod-
ules. Thus, new scheduling disciplines, other link charac-
teristics or special routing facilities can be implemented
very quickly.

V. TARGETED RESEARCH AREA

One special area of current research on distributed algo-
rithms are algorithms working in the Θ-Model [6, 7, 8].
This model is not based on assumptions on concrete val-
ues of the maximum and minimum end-to-end delay but
only on a bound on their ratio. This could increase the
assumption coverage of distributed designs, e.g. in situ-
ations of overload. The simulation environment is being
used to study this model in more detail in order to get a
better understanding of timing in distributed systems.

It is expected that overloads of distributed algorithms
spread over the network, resulting in a higher coverage
of the Θ-Model compared to other partially synchronous
systems. How overloads spread is relevant for the ef-
ficiency of algorithms and therefore one central issue in
our research. Since this is closely coupled to the schedul-
ing disciplines in use, it should be researched which dis-
ciplines cooperate best with the Θ-Model so that several
algorithms can run concurrently without violating the as-
sumptions.

First experimental evaluations using Linux worksta-
tions where already conducted in [3] and [4]. The results
from these experiments showed that some correlation be-
tween the minimum and maximum end-to-end delay ex-
ists at least in some settings and hence pushed the con-
fidence in the practical applicability of the Θ-Model for
real-world systems. The simulation environment should
increase the flexibility of the system specification and
therefore be able to search for possible advantageous
hardware/software structures (especially scheduling and
queuing disciplines) more easily.

In the simulation environment our first study con-
sidered a distributed system of five nodes, each run-
ning five instances of a clock-synchronization algorithm.
All delays were assumed to be deterministic and non-

changing. This setting also revealed some correlation
between the minimum and maximum end-to-end delay
due to scheduling effects. It also showed the importance
of the booting times of the algorithms to the system espe-
cially if we consider scheduling delays to be greater than
zero.

In parallel with the simulation, further evaluations are
planed using embedded hardware boards. These will
run a real-time operating system for executing the algo-
rithms.

VI. CONCLUSION

Since the task and simulation model are open and
flexible, they can be used for simulating algorithms
with various timing assumptions. This can range from
strictly synchronous lock-step behavior to the fully asyn-
chronous case. This makes it a very powerful tool also
suitable for the research of the Θ-Model.
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Abstract — In this paper an analysis of the 
influence of background traffic on the FTP traffic 
by means of the OPNET software is carried out. 
Characteristics of network components are 
described and the network operation is modeled. 
Parameters of network utilization and FTP server 
download response time are collected and 
analyzed. 

I. INTRODUCTION 
Many subscribers use phone lines for data 
transmission, including the FTP traffic 
transmission. We have analyzed the influence of 
background traffic on the FTP traffic in a WAN 
network. The term background traffic represents 
the data transfer excepting the FTP traffic. The 
OPNET program has been used for this purpose. 
This program provides a comprehensive 
development environment supporting the modeling 
of communication networks and distributed 
systems. The OPNET environment incorporates 
tools for all phases of simulation, data collection, 
and data analysis. [1] 

II. CONFIGURATION OF NETWORK 
A network which connects the central office of a 
company with its affiliates has been simulated in 
the OPNET environment. Connection lines with a 
capacity of  64 kbps have been used (Figure 1). 

 
Figure 1: Organization of the network 

 
The affiliates of the company are located in the 
cities of Plzen, Brno, Vienna, Olomouc, Ostrava. 
The central office is located in Prague, where the 
FTP server of the network is situated (Figure 2). 

 
Figure 2: The local network in Prague 

The FTP-server model represents a server node 
with server applications running over TCP/IP and 
UDP/IP. This node supports one underlying 
Ethernet connection at 10 Mbps, 100 Mbps, or 1 
Gbps. In this network the connection at 10 Mbps 
and Ethernet protocol have been used.  

A local area network according to the standard 
10base-T has been constructed at each office. The 
switching speed has been established at 
500000 pkts/sec and the number of workstations in 
the given local network is 10. 

First the simulated network was analyzed only 
with the FTP traffic. Then the background traffic 
was added into the given network.  

In Figure 3 we can see that the background load 
on this link will be 55 000 bps for the first 800 
seconds of the simulation. For the next 500 
seconds, the background load on the link will be 0 
bps, and for the last part of the simulation, the load 
will be 25 600 bps (which is 40 percent of the total 
capacity of the link).  
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Figure 3: Background traffic intensity 

III. COLLECTION AND ANALYSIS OF DATA  
After modeling the throughput with and without 
background traffic, the utilization statistics for the 
links and for the global FTP download time in the 
network have been calculated.  

An example of the utilization statistics for the 
link between the central office and the affiliates is 
shown in Figure 4. A download response time in 
the given network with and without the influence 
of the background traffic is depicted in Figure 5. 
 

 
Figure 4: Utilization of Brno – Prague link 

 

 
Figure 5: Download response time for FTP 

IV. CONCLUSION  
The sufficient download response time from FTP 
server should not exceed 20 sec in common 
networks. As can be seen in the graphs, the 
download response time reaches about 150 sec at a 
background traffic of 55 kbps and the utilization of 
the network is 100 %. Such parameters are 
unsuitable for subscribers. When the background 
traffic does not exceed 40 % of the throughput of a 
64 kbps channel, the download response time does 
not exceed 20 sec. Therefore, to provide an 
effective functionality of the network, it is 
necessary that the background traffic does not to 
exceed 40 % of the network throughput. 
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Abstract With multi-core processor technologies 
moving into the mainstream applications, making 
cache memory highly accessible by multiple 
processors becomes a necessity, with many 
technical challenges. Multi-port cache memory 
would provide the needed accessibility to multiple 
CPUs. Historically, multi-port memory designs 
have been implemented with dedicated word and 
bit lines for each port. Since the silicon areas used 
by word and bit lines dominate the entire memory 
area, duplicating the word and bit lines results in 
multiplying the silicon area of a single-port 
memory. In this paper, we propose a dynamic 
memory partitioning technology with the use of 
isolation nodes, to facilitate dual-port accesses 
without duplicating the word and bit lines for the 
second port, thus maximizing the utilization of 
silicon space. 

I. INTRODUCTION 
Advances in integrated circuit technology have led 
to much faster and high-performance 
microprocessors. However, latency in memory 
access time has emerged as a serious limitation in 
overall system performance [1]. Design shops and 
manufacturers responded with fast memory 
systems by using efficient readout and layout 
algorithms [2, 3], hierarchical cache memory [4], 
high-speed memory clock [5], and multiple ports 
to access memory partitions in parallel [3, 5]. 
 
Figure 1 shows the schematic of a conventional 
dual-port SRAM cell. Adding additional word and 
bit lines and access transistors T7 and T8 to the 
single-port SRAM cell allows simultaneous access 
and dual-port capabilities. It also doubles the 
silicon area. This hardwired dual-port memory 
architecture (as well as multi-port memory 
configured similarly) has been extensively used in 
multi-core processors in recent years. While most 
of the research efforts to improve memory speed 
focused on the structure of elementary cells and 
multi-level cache and memory hierarch, little 
attention has been given to the efficient ultilization 
of silicon area of memory systems. In dual-core or 
systems-on-chip (SOC) applications, memory 
often takes more than 50% of the chip area.  

 
We developed a new dual-port memory 
architecture (which can be extended to multi-port), 
which employs a technique that dynamically 
partitions a memory into two virtually independent 
sections. The technique allows dual-port accesses 
without duplicating the word and bit lines for the 
second port, hence, maximizing silicon area 
ultilization. 
 
Traditionally, driving long bit lines in large 
memories increases latency and power dissipation. 
The proposed dynamic memory partition 
technique would reduce the length of bit lines, 
resulting in reduced bit line latency and power 
dissipation.  

II.  DYNAMICALLY PARTITIONED MEMORY 
Our investigation shows that a hardwired dual-port 
memory can be implemented without duplicating 
the word and bit lines for the second port by using 
dynamic partitioning. Figure 2 shows the structural 
configuration (in the case of SRAM). It places an 
isolation control line (ICL) between two 
neighbouring word lines. The isolation nodes 
controlled by the isolation control lines are 
interconnect switches, which are placed on the bit 
lines between the access transistors on 
neighbouring word lines. When one isolation line 
turns OFF its isolation nodes (switches), the 
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memory is literally separated into two virtually-
disjoint sections, with the upper port accessing the 
upper section and lower port accessing the lower 
section. When all isolation nodes are ON, both the 
upper and lower ports share the bit lines from each 
end to access the same memory cells. 
 
With this new dual-port configuration, 
identification and setting of the isolation control 
line for dynamic partitioning (DP) must be carried 
out before accessing selected memory cells by 
dual-port memory operations. The DP overhead is 
of minimal, because it takes place in association 
with setting the memory-access addresses and bit 
line pre-charge. Overall, the impact of DP delay is 
minimal and insignificant, if not zero. The use of 
isolation nodes would appear to increase the 
silicon area. In reality, this increase is 
insignificant, since silicon area used by memory is 
dominated by word and bit lines.  Figure 3 shows a 
block diagram of the new dual-port memory 
architecture with dynamic partitioning. 
 
 

 
 

Figure 2. Placement of Isolation Nodes and 
Control Lines 

III. CONCLUSION 
We proposed an area-efficient hardwired dual-port 
memory architecture by employing a dynamic 
partitioning technique which uses isolation nodes 
and control lines.  Compared with the classic 
hardwired dual-port memory architecture, our 
preliminary analysis has shown that the new area-
efficient hardwired dual-port memory architecture 
provides a compact design with no significant 

impact to the timing of memory access largely due 
to the elimination of word and bit lines for the 
second port. 

  
 

Figure 3 Block Diagram of Dual-Port Memory 
with Dynamic Partitioning 
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Abstract — Micro Electro Mechanical Systems 
(MEMS) are complex 3-D systems consisted of 
several micro components, made of different mate-
rials in different processes with different individual 
functions integrated into one optimised structure. In 
last few years packaging and bonding of MEMS 
have become important issues, due to the fact that 
they generate 70 % of total costs in the production 
cycle [1]. Moreover, the commonly used bonding 
techniques, e.g. anodic bonding or fusion bonding 
are difficult due to additional process requirements, 
like high voltage, high process temperature, process 
time, etc. Multi layer adhesive bonding reported 
here seems to be alternative and promising solution 
allowing obtaining high bond strength at low proc-
ess temperature and accurate positioning while 
using a standard micro manipulator. 

I. INTRODUCTION 
Using adhesives in micro-system techniques was not 
very popular due to its chemical instability and re-
markable changes of mechanical properties during 
the life cycle. Nevertheless, with improvement of 
adhesives properties in general sense, they are be-
coming more important in the field of microbonding.  
Some of the most favoured adhesives characteristics 
are: 
- improved stress distribution over the entire bond-

ing area, 
- fatigue resistance of adhesively bonds to cyclic 

loading, 
- high resistance to mechanical shock and vibration, 
- ability to bond dissimilar as well as similar materi-

als including metals, plastics,  glass, ceramics, 
- significant weight and significant cost savings 

without decrease of relevant bonding strength pa-
rameters [2].  

A new concept for adhesive bonding of components 
with dimensions less than 300 μm in complex 3D 
structures is presented in this paper. The adhesive is 
deposited on the substrate and then the micro-
component is carried and placed at the requested 
position. Afterwards, the stream of hot air is applied 
in order to soften the glue and to emboss the mi-

cropart. After cooling down at room temperature, the 
glue hardens and final bond is achieved.  

II. EXPERIMENTAL WORK 
In order to prove the working principle of proposed 
technique including its advantages and to perform 
different experiments, a special setup was developed, 
and more details about it can be found in [3]. 

 

III. BONDING PROCESS 
The biggest advantages of using glues with low 
softening point in micro assembly and packaging 
are fast and short bonding procedure.  
Up to date, two different types of adhesives – 
Polyurethane foil and hot melt glue on the Poly-
ethylene base were investigated. Excellent mois-
ture resistance, no requirements for surface pre-
treatment, low outgassing, resistance to harsh 
environment (corrosive environment) are some of 
the most important benefits of used glues. Their 
main properties are shown in Table 1. 
 

Type of 
adhesive State 

Softening  
point 
 ( °C) 

Thickness 
(μm) 

Deposition 
method 

Hot melt 
glue solid 65 ~ 12 spinning 

Adhesive 
film solid 72 50 lamination 

Table 1: Adhesive properties 

The adhesive foil has been laminated to basic 
substrate using rubber rolls. The hot melt glue was 
dissolved in PGMA ((1-Methoxy-2-Propyl)-
Acetat) in mass-proportion of 55% of PGMA and 
45% of glue, and applied by spinning (800 rpm,  
40 s) on the basic substrate. Subsequently, the 
substrate was baked at 70 °C for 5 minutes in 
order to evaporate the solvent from the applied 
film, leaving the pure glue on the substrate. The 
average thickness of the adhesive layer after spin-
ning was 12 μm. 
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IV. MECHANICAL STRENGTH OF BONDS 
Mechanical strength of bonds made with examined 
adhesives was measured by pull test. The measure-
ments were performed as following. The glass 
stamps (1 cm × 1 cm) were glued on the substrate 
with investigated adhesives and afterwards they were 
connected with Force Gage. By increasing the curing 
temperature, the strength of bond made with adhesive 
foil increased significantly, while the strength of join 
made with hot melt glue dropped rapidly because of 
adhesive evaporation (the layer of adhesive was not 
thick enough to realize rigid join). In both cases, 
obtained mechanical strength was comparable with 
strengths achieved by other conventional techniques. 
 

0
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1 0 0

0 1 0 2 0 3 0 4 0 5 0

 

Figure 1: Maximal mechanical strength of bonds 
obtained with hot melt glue and PU foil versus 
exposure time. 

V.  STRUCTURE REALISATION 
In the first phase of experiments, the investigated 
technique was used for bonding single mode optical 
fibers (core diameter 9 μm; cladding diameter 125 
μm) to the basic substrate and for bonding glass to 
glass. Those both enabled effective assessment of 
the bonding-technique quality.  
For positioning and joining optical fibre in V-
groove, few different approaches were employed: 
The hot melt glue which hardens after baking was 
softened at low temperature of around 65 °C and the 
fiber was embossed onto it. Bonding with foil can 
be performed in two ways. First, the foil is lami-
nated to the substrate, softened at the 90 °C and the 
fiber is embossed in the soft material. Second, the 
fiber is positioned onto the V-grooves and covered 
with foil. After the foil softens, the fiber adheres to 
the substrate. The quality of final, cured bonds was 
analyzed by optical inspection.  
A bond realized by a foil applied onto the fiber is 
shown in Figure 2. The substrate-nozzle distance 
was 3 mm and temperature at the nozzle outlet was 
120 °C. The preform softened continuously, ad-
hered on the substrate and fixed fiber in the re-
quested position. 
 

 

Figure 2: Top view of optical fibers (125-μm di-
ameter) joined in V-groove with adhesive foil. 

In the second test, glass stamps with dimensions   
1 cm ×1 cm are bonded to the glass substrate using 
the hot melt glue. The bond is made only over the 
stamp edge. The adhesive in the middle is not heat 
affected, and there are no any changes in the mate-
rial or structure. This opens new possibility for 
forming cavities or membranes using adhesives 
adequately. The appearance of bubbles was mini-
mized by exposing the adhesive to the hot air 
stream for a longer period. 

 
 
Figure 3: Top view glass stamp bonded to the 
glass substrate. 
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Abstract — We present the development of a THz quantum
cascade laser showing multimode emission from 2.8 THz up to
3.3 THz. The threshold current density is 500 A/cm2 at 5 K,
it lases up to a heat-sink temperature of 145 K in pulsed mode
operation. Due to a refined bandstructure design and a double-
metal waveguide with a confinement near 100 %, the structure
is also capable of continuous wave mode operation. The depop-
ulation of the lower laser state is based on LO-phonon emission
with a scattering time of 1 ps, thereby a stable population in-
version is guaranteed.

I. INTRODUCTION

The Terahertz-frequency region (1 THz=1012 Hz) lies
between the microwaves and the infrared spectral region.
Due to the large demand of coherent sources in this spec-
tral range for applications like medical imaging, chem-
ical sensing and security applications large effort is put
into the development of the THz-technology to close the
THz-gap.

The RF-electronics is able to generate frequencies up
to around 0.1 THz, limited by the RC-time-constant of
the system. The photonics on the other hand generates
frequencies down to around 100 THz, defined by the
bandgap of the used semiconducting material. Chang-
ing the wavelength requires the selection of a new ma-
terial or of a new material composition. A new concept
for coherent light sources is the quantum cascade laser
(QCL), which was developed for the mid-infrared spec-
tral region. The major advantage of the QCL-structure is
the possibility to design the emission wavelength nearly
independent of the used semiconductor by band structure
engineering. The wavelength is defined by the energy
difference of quantized states in the conduction band.
That means QCLs are unipolar devices. Therefore the
surface recombination, which severely reduces the per-
formance of classical semiconductor lasers, can be ne-
glected. The first working QCL in the THz frequency
region was reported in 2002 [1].

II. MEASUREMENTRESULTS

Here, we present a QCL working in the THz spec-
tral region at 3 THz, corresponding to an energy dif-
ference of the involved states of 12 meV. The de-
sign is based on intersubband transitions in an gallium-
arsenide / aluminium-gallium-arsenide heterostructure.
Starting from a design published by B.S. Williams [2],
we have optimized the wavefunctions further to achieve
the largest possible dipole matrix element for the desired
transitions. The lower laser state is depopulated via LO-
phonon emission. The large energy separation of 36 meV
between the lower laser state and the ground state enables
a high maximum working temperature as thermal back-
filling is prevented. The scattering time of the lower laser
state is around 1 ps, thereby a stable population inversion
is established.

The used microcavities are Fabry-Perot resonators.
Also other microcavities like microrings or microdiscs
have already been successfully used for THz lasers [3].
The resonators have been etched by reactive ion etch-
ing (RIE), thus ensuring smooth facets and sidewalls.
The facets act as mirrors with a reflectivity of 90 % due
to the impedance mismatch between the double-metal
waveguide and the surrounding air. The thickness of the
optically active region is 15µm, the emission wavelength
inside the material is around 27µm therefore the mode is
heavily quenched. The double-metal waveguide has been
chosen as it has a confinement of the optical mode within
the active region of nearly 100 % and low waveguide
losses.

The presented QCL has a threshold current density of
500 A/cm2 (Figure 1). Lasing ceases at a current den-
sity of 1 kA/cm2 as for this high current the structure is
misaligned and the electron transport through the struc-
ture is not efficient any more. The maximum working
temperature is 145 K in pulsed mode operation. At this
temperature the thermal energy is equal to the energy of
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the optical transition. The structure is also capable of las-
ing in continuous-wave mode operation up to heat-sink
temperature of 25 K. The spectrum shows multi-mode
emission from 2.8 THz up to 3.3 THz (Figure 2).

Figure 1: Emission versus Current of a double-metal
ridge (200x120µm). The threshold current density is
0.5 kA/cm2, lasing ceases at 1 kA/cm2.

Figure 2: Spectrum of a double-metal ridge
(200x120 µm) at different currents. Fabry-Perot
modes are observable from 2.8 THz up to 3.3 THz.

III. CONCLUSION

We presented a THz QCL emitting around 3 THz with
a threshold current density of 500 A/cm2 and a max-
imum working temperature of 145 K. A double-metal
waveguide with a confinement near unity was used.
The Fabry-Perot resonators were RIE-etched to ensure

smooth sidewalls and facets. Thereby the waveguide
losses were strongly reduced. The improvements in the
bandstructure and the waveguide led to a device capable
of continuous-wave mode operation.
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Department of Intelligent Systems
Faculty of Information Technology,

Brno University of Technology,
Brno, Czech republic

Email: smrcka@fit.vutbr.cz

I. ABSTRACT.

Implementation of network components in hardware is
a trend in advanced high-speed network technologies. In-
coming packets can be analysed in fast programmable
cards using FPGA. Designing such a system is not easy
and requires a detailed analysis. Author’s research is
concentrated on analysis and verification of a non-trivial
hardware system—e.g., the network monitor and anal-
yser Scampi [4] that has been developed within the Liber-
outer project. The Scampi analyser is implemented in
FPGA on a special add-on card. It analyses packets
incoming with the speed of several Gbps. This work
presents an abstract model of the design and verifica-
tion of several safety properties. The main task was to
check if there is a risk of buffer overflow and how to
set the length of buffers to prevent this. First, there has
been made a timed analysis by hand and then these au-
tomated tools have been used—model-checkers Uppaal
[5] and TReX [1]. This work shows how to model such
a complex system and particular results of analysis and
verification. It also proposes a framework for model-
ing and analysis of systems where the throughput of re-
quests, their speed, and the length of buffers are impor-
tant. The proposed models can be reused when verifying
and analysing of systems of the given kind.

In Scampi and related projects [4], we apply formal
verification on two different levels: (1) on the level of
the source code, i.e. VHDL code, and (2) on the level
of suitable abstract models. Its advantage is the precise
coverage of the real system. The disadvantage is that
the system is too complex to be checked in this way
completely—we are only able to verify some selected
components. To check the key features of the entire sys-
tem, we work with abstract models. The source code
verification of Scampi is also described [2].

II. RESEARCH RESULTS.

There will be presented author’s experience from high-
level modeling, analysis, and verification of Scampi.
Here, a special focus is put on checking the throughput
of the system – the optimal length of buffers, timing, and

reliability—response time, an appropriate behavior un-
der extreme conditions such as a DoS attack.

The work on Scampi project deals with the method-
ology how to analyse, model and verify large or com-
plex hardware system—w.r.t. timing such as delays or
throughput. Current results include patterns of high-level
abstract models such as buffers, patterns of executive
simple components, and the methodology how to create
the model of a complex component. More detailed re-
sults of some patterns is presented in [3].

At the present, author’s research is oriented on creation
of abstract models from VHDL source code. Special fo-
cus is given to parameters of hardware architecture, e.g.,
in a buffer, the parameter could be the number of items.
The goal is to use automatically created models to verify
the system for all values of considered parameter.
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Abstract — This article deals with signal detec-
tion by a needle ionization detector and by a 
halved segmental ionization detector in the 
environmental scanning electron microscope. 
The signal detection dependency on the shape 
and size of an ionization detector electrode and 
its position towards a specimen is studied. Elec-
tron trajectories in an electrostatic field in a 
vacuum simulated via program Simion 3D 7.0 
are considered during the experiment. 

I. INTRODUCTION 
The gaseous ionization detector [1] is often util-
ized for signal detection at a higher pressure in 
the specimen chamber of the environmental 
scanning electron microscope. In the experiment, 
it was examined the influence of the detector 
electrodes shape, size and position towards the 
specimen on the signal detection. These parame-
ters lead to different types of the contrasts in a 
specimen image, the material, topographic, 
shadow and diffusion contrasts. For the explana-
tion of observed contrasts acquired by the ioniza-
tion detectors, the electron trajectories in the 
detectors electrostatic fields were simulated via 
program Simion 3D 7.0 during the experiment. 

II. EXPERIMENT 
Two types of the ionization detector differing in 
the shape, size and position of the electrode were 
examined. In the first case, the ionization detector 
consisting of two electrodes of sharpened needles 
positioned at the left and right side above the 
specimen was used. As shown in Figure 1a, the 
needle ionization detector with the tips diameter 
of 3 µm was made by modification of a 
segmental ionization detector, described below. 
The needle electrodes were orientated towards the 
specimen, as illustrated in Figure 2. The signal 
was detected by the left or right needle electrode 
at a voltage of 450 V, as shown in Figure 4a, 
Figure 4b and Figure 5a. As the second type, the 
halved segmental ionization detector consisting 
of four concentric plate electrodes divided into 

left and right halves was used, as seen in Figure 
1b. The signal was detected by the left and right 
smallest electrodes (AL+ AR) at a voltage of     
450 V while all other electrodes were grounded, 
as shown in Figure 3 and Figure 5b. 

III. SIMULATION 
Since the program Simion 3D 7.0 simulates the 

ions trajectories in the vacuum, it cannot give a 
true picture of the process of the signal electrons 
amplification by the impact ionization in gas 
environment in the space between the specimen 
and the detector electrodes. However, the pro-
gram is able to explore the influence of the detec-
tor electrostatic fields on the signal electrons. The 
electron trajectories were simulated for electron 
energies from 5 eV (most probable energy of 
secondary electrons) to 15 keV (most probable 
energy of back-scattered electrons when the pri-
mary electron energy is 20 keV). The simulations 
of the secondary electron trajectories with energy 
of 5 eV emitted from the specimen are illustrated 
in Figure 6 for needle ionization detector. 

IV. RESULTS AND CONCLUSION 
Fig. 4a and Fig. 4b show no change of the an-

gle of view at the specimen, a change of shadow 
and diffusion contrasts, respectively, at the signal 
detection by the left or right needle electrode of 
the needle ionization detector, although it was 
expected before this experiment. The explanation 
of this behavior is visible from the electron trajec-
tories simulations in Figure 6. At the detection by 
one of the needle electrodes, all low-energy elec-
trons are attracted to this electrode. According to 
the simulations, the change of shadow and diffu-
sion contrasts should be observed when both of 
detector electrodes are attached to the same volt-
age and the signal is detected only by one of these 
electrodes. This connection is designed for a 
future experiment. As obvious from the simula-
tions, high-energy back-scattered electrons are 
influenced by the ionization detectors electro-
static fields insignificantly. The comparison be-
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tween the signal detection by the needle and the 
halved segmental ionization detector is shown in 
Figure 5a and Figure 5b. Obviously, both ioniza-
tion detectors provide the same topographic and 
material contrasts, the same ratio of secondary 
and back-scattered electrons, respectively. How-
ever, a significantly smaller detection electrode 
area at detection by the needle ionization detector 
requires a significantly higher probe current, 
which results in lower topographic contrast. 

   

Figure 1a, b: (a) Needle ionization detector, 
aluminium foil grounded; (b) halved segmental 

ionization detector 

 

Figure 2:  Signal detection with needle ioniza-
tion detector by left or right needle electrode at 
voltage of 450 V; distance between electrodes 

and specimen 2 mm; specimen grounded 

 

Figure 3: Signal detection with halved segmen-
tal ionization detector by electrodes AL+AR at 

voltage of 450 V; all other electrodes and 
specimen grounded; distance between elec-

trodes and specimen 3 mm 

  

Figure 4a, b: Observation of brass toothed 
wheel by needle ionization detector by left (a) 

and right (b) electrode at voltage of 450 V; 
water vapors environment 700 Pa, mag. 500x 

  

Figure 5a, b: Material and topographic con-
trasts; specimen consisting of hole in carbon, 

carbon, aluminium foil, cuprum foil, gold foil; 
water vapors environment 700 Pa, mag. 700x; 
(a) needle ionization detector, detection by left 
electrode at voltage of 450 V; (b) halved seg-
mental ionization detector, detection by elec-
trodes AL+AR at voltage of 450 V; all other 
electrodes grounded; 10 times higher probe 

current in case of (a) then in case of (b) 

Left electrode at 450 V, 
right electrode at 0 V 

Left electrode at 450 V, 
right electrode at 450 V 

Figure 6: Electron trajectories simulation for 
needle ionization detector in vacuum; voltage 
of 450 V on left needle electrode, voltage of    

0 V or 450 V on right needle electrode; speci-
men grounded; projection angle of electrons    

0 to 180 degrees for 10 electrons 
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Abstract — This paper presents a novel approach 
for assembly of micro particles in a SEM chamber. 
A new set up, called Protective Cover for Micro-
components, which allows the positioning of the 
micro parts on the platform inside the chamber 
without gluing them on the platform and the quick 
positioning of microcomponents in a given system 
is proposed.  
Besides, for the automated assembly process it is 
very important that the particles stay on the ex-
actly defined location and position. It makes a 
necessary basis for modular assembly system. 
The need for standardisation in micro world be-
comes more and more essential. The uniformity of 
parts, operations and tools is a strong support to 
an automation assembly system. 

I.   INTRODUCTION 
The assembly in the SEM chamber has its applica-
tion in cases where a great resolution, depth of 
field as well as large working distance is needed, 
since SEM has more advantages in comparison to 
the light microscope. 
The restrictions concerning manipulation of micro 
parts, its positioning and orientation in the given 
system exist, too: an evacuation process decelerates 
the work and complicates it, samples prepare (drying, 
sputtering) takes the time and many processes are not 
allowed: gluing (except special low outgasing adhe-
sive), cell manipulation, magnetically processes or 
processes with evaporation.  
Further difficulties by assembly of the microparts, 
as in SEM so under the light microscope, point out 
the absence of the adequate standard tools for 
manipulation and the phenomena occurring in the 
range µm and nm in general. [1]  
During evacuation of the SEM chamber and, par-
ticularly in the beginning of the process, it is pos-
sible that the microparts under manipulation are 
sucked into the pump, due to the produced air 
stream.  

This possibility increases as the size of the mi-
croparts decreases. Yet if the aspect ratio of the 
particle is bigger and the particle lies on its wider 
side the mentioned possibility decreases. Further-
more, the occurring van der Waal’s force is 
stronger in the case of more polished particles due 
to adhesion.  
This means that manipulations with the gripper are 
more complicated. Therefore this phenomenon has to 
be prevented since it is highly undesirable. 

II. SYSTEM OVERVIEW 
The system is presented in Figure 1. It consists of 
a novel protective covering plate, a SEM compati-
ble platform and a holder.  

 

 
 

Figure 1: The protective covering plate with plat-
form and holder 

 
It operates in a following way: 
First, the particles are placed on the disks that will 
be covered with the covered plate. The cover plate 
is screwed in the middle together with a platform. 
After the vacuum in the SEM chamber is formed, 
the cover is opened by rotation of the platform 
below it. Then, the particles which were covered, 
are exposed to the electron beam, and can be 
picked up. All assembly tasks on any other disk 
are then performed accordingly to the procedure 
described in algorithm of assembly. 
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The system “cover plate-platform” has predefined 
tolerances thus preventing rapid pressure changes 
which could suck off the particles or disturb the 
stability of the electron beam.  
It should be noted that the pressure which could 
suck the particle is considerably lower when the 
particle is in the chamber, without the protective 
cover, particularly in the beginning, which causes 
more chances for suction of the particles. Towards 
equations (1) and (2) based on analogy between 
fluid mechanics and electric circuits, the Figure 2 
shows pressure change in the SEM chamber with 
and without protect. 
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Figure 2: Comparison between case without and 

the case with protective cover 

III.  EXPERIMENTAL RESULTS 
 
Figure 3 shows samples, a ferric powder 40-60 µm 
and a wire Φ = 15 µ on the disk before and after 
the two “pump-vent” cycles. There is no differ-
ence in the position of the objects. 
 

 
   

Figure 3: Before and after exposing 

IV.  ALGORITHM OF ASSEMBLY 
Three actuators for the automation of process are 
used: 

1. microgripper control, open/ close posi-
tion 

2. microgripper control, up/ down position 

3. disk control, rotation 
The following algorithm describes the working 
principle for one sequence (one microassembly 
process) with two parts: 
 

 
 
 
 

 

 

START

Lift up the gripper

Open up the

 

 

 

 

 

 

 

 

 

 

 

 

 

AA*-preadjusted position of micropart 1 on the 
disk 
BB*-preadjusted position of micropart 2 on the 
disk 
AS1*-defined position for assembly micropart 1 
AS2*-defined position for assembly micropart 2 
down*- collision between microgripper and disk 
have to be prevented. 
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Abstract – The aim of the paper was the study of 
the influence of composition of rubber ferrite 
composites filled with carbon black and strontium 
hexaferrite. Rubber ferrite composites tested in this 
work have interesting mechanical, chemical and 
magnetic properties. These properties were studied 
using five level two factors experimental design 
method. The study indicates that mechanical 
properties are affected by the weight ratio of 
ferrite fillers to carbon blacks. The total content of 
both fillers has practically no effect on the 
vulcanization characteristics and most of the 
mechanical properties (without modulus M300) of 
prepared rubber ferrite composites, too. The 
magnetic properties of rubber ferrite composites 
are depended on weight ratio of magnetic fillers to 
carbon blacks and total fillers content. 
 
I. INTRODUCTION 
 
Ferrites remain one of the best magnetic materials 
ever discovered and cannot be easily replaced by 
any other magnetic materials because they are 
inexpensive, stable and have a wide range of 
technological applications. Magnetic hard ferrites 
represents chemical compounds of metal oxides 
with strong magnetic properties, where are ideal 
for permanent magnets [1]. It is well known that 
the incorporation of magnetic polycrystalline 
ceramic ferrites in various elastomeric matrixes 
produces flexible magnets or elastomeric magnets, 
known as rubber ferrite composites [2]. The 
incorporation of magnetic fillers in the rubber 
matrix imparts magnetic properties of the rubber 
matrix considerably. The mechanical properties of 
rubber ferrite composites depend strongly on 
properties of rubber matrix, magnetic fillers and 
interfacial condition between the components. 
 
II. EXPERIMENTAL 
 
Composite materials were filled with carbon black 
and strontium hexaferrite. Hard magnetic filler 
strontium hexaferrite powders  
SrFe12O19, type FD 8/24 with coercive force 210 
kA/m and average particles size ranges from 1 to 
30 microns (μm) were mixed by various loading 
with elastomeric matrix to form rubber ferrite 

composites. The content of strontium hexaferrite 
was changed from 5.8 to 27.7 wt% and the content 
of carbon black was changed from 8.6 to 29.1 
wt%. The composites were prepared in laboratory 
mixer FARREL BR 1600 and after 
homogenization they were cured and molded into 2 
mm sheets in thickness at temperature 150 °C. 
 
III. RESULTS 
 
The influence of the weight ratio of magnetic 
fillers to carbon blacks  (x1) and the total content of 
fillers (x2) on the vulcanizations, mechanical and 
magnetic properties of rubber ferrite composites 
were studied using five level two factors 
experimental design method (DOE). 
 
                             x1= F/C                                   (1)                        
                             x2= F+C                                  (2)                        

 
 where:  F – magnetic fillers weight 
              C – carbon blacks weight 
 
For description of response surfaces of evaluated 
properties the regression equations “in (3)” were 
used.   
 
Y= b0 + b1x1 + b2x2 + b12x1x2 + b11x1

2 + b22x2
2     (3) 

                        
where: Y is evaluated parameter, 
b0, b1, b2, b12, b11, b22 are regression coefficients, 
xi, are the factors on the coded levels [3]. 
 
Conditions for experimental design are shown in 
“Table 1“, where coded levels are recalculated to 
real values for both factors.  
 

Factor/  
coded level x1= F/C x2= F+C 

- 1.414 0.2 50 
- 1 0.610051 54.23231 
0 1.6 64.45 
1 2.589949 74.66769 

1.414 3 78.9 
Step 0.989949 10.21769 

 
Table 1: Conditions for experimental design 
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“Table 2 and 3” show calculated regression 
coefficients for evaluated properties, where 
statistically significant coefficients are typed in the 
bold.  

 
Table 2: Regression coefficients of vulcanizations 
characteristics and remanent magnetization of 
composites 
 
From “Table 2” is evident, that value ∆M 
decreases with the increasing of the weight ratio of 
ferrite fillers to carbon blacks and the total content 
of fillers (ferrite and carbon black) has practically 
no effect on the studied vulcanization 
characteristics. Remanent magnetization increases 
with the increasing of both investigated factors. 
 

Coefficient M300 
[MPa] 

Tensile 
strength 
at break 
[MPa] 

Elongation 
at break  

[%] 
Shore 
[ShA] 

b0 5,058 13,552 593,599 39,480

bk0 0,595 2,158 31,724 1,033 

b1 -1,552 -2,314 21,008 -2,650 
b2 0,554 0,692 -11,597 0,686 

bki 0,471 1,706 25,082 0,817 

b11 0,940 0,899 -21,873 0,598 

b22 -0,125 -0,469 8,361 -0,152 

bkii 0,505 1,830 26,901 0,876 

b12 -0,670 -0,843 3,400 -0,800 

bkij 0,666 2,412 35,468 1,155 

SE+/- 0,479 1,738 25,549 0,832 

SLF+/- 0,733 0,906 39,274 1,639 
 

Table 3: Regression coefficients of mechanical  
properties of composites 
 
The total content of fillers has practically no effect 
on the most of the mechanical properties without 
M300, which is affected by both investigated 

factors. Tensile strength at break and Shore A 
decrease with the increasing of the weight ratio of 
ferrite fillers to carbon blacks as seen in “Table 3”. 
“Figure 1”shows the example of 3D-diagram of 
tensile strength at break. 
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Figure 1: The influences of evaluated factors on  
                the tensile strength at break.  
 
IV. CONCLUSION 
 
The influences of hard magnetic fillers on 
vulcanisation characteristics, mechanical and 
magnetic properties of filled elastomeric 
compounds were studied. Results showed that the 
total content of fillers (ferrite and carbon black) 
has practically no effect on the studied 
vulcanization characteristics and most of the 
mechanical properties (without M300) of prepared 
elastomeric composites, too. Modulus M300 and 
remanent magnetization are affected by both 
investigated parameters. Tensile strength at break, 
Shore A and ∆M are decreasing with the 
increasing of the weight ratio of ferrite fillers to 
carbon blacks. Optimal vulcanization time and 
elongation at break are influenced by no studied 
parameters.  
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Coefficient ∆M 
 [Nm] 

tc90  

[min] 
Br 

[ exp-2 T] 

b0 2.244 16.499 19.862 

bk0 0.269 1.467 3.447 

b1 -0.258 0.364 8.567 
b2 0.147 -0.879 3.148 

bki 0.213 1.159 2.725 

b11 0.111 0.063 -2.231 

b22 -0.029 0.188 3.398 

bkii 0.228 1.244 2.923 

b12 0.098 -1.375 4.008 
bkij 0.301 1.640 3.853 

SE+/- 0.217 1.181 2.776 

SLF+/- 0.267 1.021 5.805 
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Abstract — The goal of this study was to inves-
tigate the effects of preparation conditions and 
capsule composition of chitosan microspheres on 
drug release behaviour. Ofloxacin, the fluoroqui-
nolone antibiotic was used as a model drug. The 
microspheres were prepared by polyelectrolyte 
complexation of chitosan with chondroitine sul-
phate and tripolyphosphate. The amount of re-
leased ofloxacin was determined using UV-VIS 
spectrophotometer.   

I. INTRODUCTION 
The concept of local antibiotic delivery via biode-
gradable polymer skin defect fillers with multifunc-
tional properties for the treatment of skin infections is 
highly appealing. Biopolymers in form of micro-
spheres can be used to obliterate surgical dead space 
and to provide targeted local bactericidal concentra-
tions in tissue for extended periods [1]. Eventually, 
the specific drug release from microspheres could 

guide the healing of the wounds. The present ex-
perimental study was carried out to test chito-
san/tripolyphosphate/chondroitin sulphate micro-
spheres on the in vitro release of ofloxacin, which is 
a commonly used antibiotic for wound healing. 

II. MATERIALS AND METHODS 

A. MATERIALS 

Highly viscous chitosan (CHIT) in form of powder 
was obtained from Fluka, catalog number 48165, 
chondroitin-4-sulphate (CHS) was obtained from   
Merck, Germany, catalog number 23068, tripoly-
phospate (TPP) was obtained from Acros, Bel-
gium, catalog number 218675000, and ofloxacin 
(OF) was purchased from SIGMA, catalog number  
08757-1G. All other chemicals were of analytical 
grade. 
 

 

B. CAPSULE  PREPARATION 
1 g of chitosan and 0.9 g of NaCl were dissolved in 
60 ml of 0.5 wt% acetic acid solution (pH 2.2) under 
stirring at 40°C. After dissolution, the pH of the 
chitosan solution was modified to 5 with 1 wt% 
NaOH aqueous solution and filled to 100 ml with 
distilled water so that the final concentration of chito-
san solution was 1 wt%. 0.2 g of ofloxacin was dis-
solved in 10 g of chitosan solution. Two types of 
aqueous polyanion solutions in 0.9 wt% NaCl were 
prepared, namely 0.5 wt% TPP and 0.5 wt% CHS. 
The pH of polyanion solutions was adjusted to 7.  
The CHIT/OF solution was dropped trough a concen-
tric nozzle producing droplets of size around 1 mm 
by air-striping into the TPP solution continuously 
flowing in the multi-loop reactor where the polyelec-
trolyte complexation takes place and CHIT/TPP 
microspheres are formed [2]. The reaction time was 
set to 40 s. After the reaction, microspheres were 
separated, washed and collected in 0.9 wt% NaCl 
solution at pH 7. About 1 ml of CHIT/TPP micro-
spheres was coated in 0.5 wt% CHS solution for 1 
min and another 1ml of for 10 min. After the reac-
tion, microspheres were washed and stored in 0.9 
wt% NaCl solution at pH 7. This procedure led to 
preparation of three types of microspheres, with and 
without the CHS layer, which were further tested in 
OF release studies. 

C. RELEASE STUDY 
0.5 ml of capsules was stored in 10 ml of 0.9 wt% 
NaCl at 37°C. The drug release was determined 
using Cecil CE 7250 UV/VIS spectrophotometer 
at 293 nm, which is the specific wavelength for 
ofloxacin. The kinetics was followed during 28 
days. 

III. RESULTS AND DISCUSSION  
The chitosan-based microspheres were of core-shell 
architecture, typically with the average diameter of 
800 µm and membrane thickness of 10s of µm. Fig-
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ure 1 shows an example of CHIT/TPP microsphere 
with CHIT/TPP-based membrane and CHIT gel core.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
The different types of chitosan microspheres in terms 
of composition and preparation conditions were 
compared with respect to the release of ofloxacin. 
We observed that the amount of released drug was 
dependent on the capsule composition. The total 
amount of released OF was higher in case of 
CHIT/TPP compared to CHIT/TPP/CHS micro-
spheres.  Faster release of the drug was characteristic 
for microspheres prepared without CHS layer, which 
should be the favorable feature in case of strong and 
acute infection. However, when the long term treat-
ment is needed, then a delayed drug release is pre-
ferred. This can be easily achieved by using micro-
spheres with CHS coating layer, where the kinetics 
of drug release can be controlled by reaction time. 
The rate of ofloxacin release is inversely proportional 
to the time of exposure of CHIT/TPP microspheres 
to CHS solution.  

IV. CONCLUSION 
The amount and the kinetics of released ofloxacin 
from chitosan-based microspheres can be controlled 
by using different conditions of preparation and 
chemistry of type of microspheres. There is a high 
potential that the ofloxacin-containing chitosan 
microcapsules could be effectively used in controlled 
drug delivery for various purposes.  
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  Figure 1: CHIT/TPP microsphere 
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Abstract — A new method for the preparation of 
hybrid materials containing lanthanide oxide parti-
cles is presented, in which the particles are formed 
in a crosslinked inorganic-organic polymer matrix 
consisting of hydrophobic polysiloxane chains and 
hydrophilic poly(ethylene oxides) (PEOs). NMR, 
FT-IR and thermal analysis (TGA) showed the 
success of the crosslinking hydrosilation reactions. 
Swelling experiments gave further insights in the 
hydrophilic/hydrophobic nature of the network and 
in its ability to take up water. As a proof of princi-
ple the polymers were infiltrated with FeCl3 salts 
that were hydrolyzed to obtain iron oxide contain-
ing crosslinked networks. 
 

I. INTRODUCTION 
Lanthanides and their oxides are in the focus of re-
cent scientific investigations due to their electronic 
structure and the resulting optical and magnetic 
properties leading to various applications such as 
luminescent biomedical stains, optical fibres and 
lightning devices [1]. Lanthanide oxide nanoparticles 
are usually prepared in emulsions or by precipitation 
from solution [2-4]. In this project a new method is 
introduced in which crosslinked polymer structures 
are used as the reaction environment. Thus compos-
ite materials can be prepared combining the proper-
ties of a stable crosslinked polymer with the mag-
netic and optical qualities of the lanthanide oxide. 

Polysiloxanes are widely used because of their low 
Tg, high flexibility and their high thermal stability [5, 
6], whereas PEOs serve in ion conducting molecules 
as macromolecules that coordinate the ions. The 
combination of these characteristics promises sys-
tems for confined space nanoparticle precipitation. 
The polymers can be swollen in aqueous metal salt 
solution leading to incorporation and arrangement of 
the ions next to the hydrophilic component of the 
polymer. Treatment with bases causes the hydrolysis 
of the metal ions whereas the matrix is not harmed. 

II. RESULTS AND DISCUSSION 

A. PREPARATION OF CROSSLINKED POLYMERS 
PEOs (Aldrich) of molecular weights ranging from 
200 to 600 g/mol were end group functionalized 
following a known procedure [7]. The resulting allyl 
end-capped PEOs were used as crosslinking mole-
cules in Pt-catalyzed hydrosilation reactions with Si-
H functionalized polysiloxanes (Figure 1). Two dif-
ferent commercially available polysiloxanes were 
investigated more closely: PMHS (polymethylhy-
drosiloxane) and PDMS-b-PMHS (polydimethylsi-
loxane-b-methylhydrosiloxane). 
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Figure 1: Crosslinking of a PDMS-b-PMHS poly-

mer by allyl end-capped PEO 

 
The reaction progress was monitored with IR-

spectroscopy, following the diminution and final 
disappearance of the prominent and characteristic Si-
H vibration at around 2160 cm-1. Mono functional-
ized di- or triethylene glycole monomethylethers 
were introduced subsequently by hydrosilation to 
achieve a higher grade of hydrophilicity and to satu-
rate all reactive Si-H bonds. 

It was found that complete conversion of all Si-H 
groups in the polysiloxane was difficult to achieve 
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most likely because of sterical reasons. If the catalyst 
concentration was increased too much it led to an 
undesirable coloration of the polymer due to formed 
colloidal platinum and once crosslinked, a purifica-
tion of the matrix is difficult. 

The hydrosilation is affected by solvent interac-
tions. Gelation points were reached faster when per-
forming the addition in THF than in toluene, but this 
did not result in an observable change in the IR-
spectra or TGA-curves. 

B. SWELLING BEHAVIOR 
The swelling experiments were carried out in water 
or toluene saturated atmospheres. The amount of 
swelling was determined gravimetrically and the 
swelling degree was calculated as the difference of 
the mass of the swollen sample and the mass of the 
dry sample divided by the mass of the dry sample. 
Both the water and the toluene uptake showed expo-
nential behavior to time in all samples (Figure 2). 

0 100 200 300 400 500 600 700
0

10
20
30
40
50
60
70
80
90

100
110
120

S
w

el
lin

g 
de

gr
ee

 [%
]

Time [min]

 EO/Si 3 water
 EO/Si 3.6 water
 EO/Si 3 toluene
 EO/Si 3.6 toluene

 
Figure 2: Dependency of degree of swelling to 

time 

The water uptake was linear to the amount of eth-
ylene oxide units (EO) present in the crosslinked 
polymer as expected (Figure 3). The crosslinked 
PMHS samples still induced a hydrophobic charac-
ter, because of the still high number of Si-CH3 units 
in the polymer. In all samples the swelling degree 
was higher for toluene, although linearity was not 
clearly shown. 
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Figure 3: Correlation of swelling and hydro-

philicity 

C. INFILTRATION WITH FE-IONS 
Infiltration experiments showed that it is possible to 
produce oxidic iron compounds in the polymer ma-
trix, by the infiltration of the crosslinked systems 
with aqueous FeCl3 solutions and subsequent precipi-
tation with NH4OH. However the introduction of the 
lanthanide ions like Nd3+ and Yb3+ was shown to be 
more difficult. Due to the bigger ion radii of the 
lanthanides and their preferable coordination of wa-
ter, further matrix modifications are necessary. The 
introduction of functionalities capable of coordinat-
ing lanthanides is the method of choice to extend the 
preparation route used for iron doped polymers to 
lanthanide systems. 
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Abstract – In this paper the corrosion potential 
changes has been studied in the system of a paraffin-
impregnated graphite electrode (PIGE)/Fe powder 
immobilized on PIGE/Ni coating of different 
thickness. In order to investigate the corrosion 
behaviour a suitable solution of aggressive 
components was used. The value of the corrosion 
potential was determined by Tafel analysis. For 
deposition of one-component Ni coatings on Fe 
powder particles the galvanostatic method was used.   
 
INTRODUCTION 
 
Powder materials  are important inputs for 
technological processes.  The metal coatings can be 
applied to improve the mechanical properties, 
surface morphology, wear and corrosion resistance 
of basic materials in powder metallurgy.  
Electrochemical deposition of metal plating on Fe 
powder particles is one of the process that give 
equable coherent metal film which offers anti-
corrosive protection [1, 2]. 
     Our experiments demonstrate, that voltammetry 
of immobilized microparticles is  suitable for the 
determination of the corrosion potential of metals, 
especially advantageous in the case of powdered 
metals.  
 
EXPERIMENTAL 
 
A paraffin-impregnated graphite rod (PIGE) with or 
without Fe powder was used as the working 
electrode. This working electrode, together with 
a suitable reference electrode (Ag/AgCl/3 M KCl) 
and an auxiliary Ni electrode formed a three-
electrode system. Iron powder fraction 63 - 100 µm 
was used for experiments. 
     The electrolyte, containing 1.2 M NiSO4, 0.3 M 
NaCl and 0.3 M H3 BO3, was used as a nickel-p lating 
bath. The electrolytic coating process was carried 

out for time 10, 20, 30, 40, 50, 100 and 200 min. The 
deposition constant current -1mA was applied.  
     Voltammetric measurements were recorded on 
ECA STAT 110 PS (ISTRAN, Bratislava, Slovakia). 
The experiments were performed in electrolyte 1.2 M 
Na2SO4, 0.3 M H3BO3 and 0.3 M NaCl.  This solution 
was previously deaerated with pure nitrogen. The 
experiments were carried out in a three-electrode 
electrochemical cell with a platinum plate as counter-
electrode, Ag/AgCl/3 M KCl as reference and PIGE 
as the working electrode.  
     Cyclic voltammograms  with 10 cycles were 
recorded at a scan rate of 1 mV/s.   
    All experiments were carried out at room 
temperature.  
 
RESULTS AND DISCUSSION 
 
The nickel deposition is usually made in the 
electrolyte where relatively high concentrations of 
nickel are required. In the galvanostatic electrolysis is 
the most suitable value of pH around 2 from the point 
of view of the deposit quality [3]. However, in this 
work the deposition was performed at pH 4 in order to 
suppress hydrogen evolution. 
     The value of the corrosion potential, i.e. the zero-
current potential, can be determined by extrapolating 
the linear parts of the Tafel plot up to their 
intersection (Figure 1). 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure1:  Polarization curves of pure Fe 
particles 
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This value can be determined graphically or by 
means of a regression analysis of each section. The 
precision of this determination is ±0.5% (mean rel. 
dev.) [4, 5]. 

The corrosion potential of the system Fe 
particles/Ni coating of different thickness was 
determined in the way described above and Figure 
2 represents 3 cycles of polarization curve of this 
system.     

 

 
     In the course of this study it was observed that 
the corrosion potential slightly shifts negatively 
from one cyclic polarization to the other until the 
values finally remain constant after seven cycles        
(Figure 3). This effect can be explained as the 
result of a progressive decrease of the original 
thickness of Ni coating on Fe particles surface.  
 
 
 
 
            
 
 
 
 
 
 
 
 
 
 
     
 Figure 4 shows the influence of Ni coating 
deposition time on the corrosion potential of the 
system Fe particles/Ni coating. The values of the 
corrosion potential shift to that of pure Ni coating  
on the PIGE. 
     The electrolytic plating of the powder particles 
by the metallic coating is  used for upgrading the 

basic material properties. Electrochemical 
deposition of the metal film on the powder is one of 
the processes giving the best homogeneity of the 
product. Ni coatings have favourable mechanical 
and protective characteristics.   
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Figure 4:  Influence of deposition time 
on corrosion potential of  Fe /Ni coating 
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Figure 2: Polarization curves of  Fe/Ni 
coating, deposition time of  Ni was 100 min 
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Figure 3:  Dependence of the corrosion 
potential on the number of polarization 

cycles 
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Abstract — In this paper is presented a new set 
up of the holographic microscope working in 
reflection mode. We report on the construction 
details of the mechanical components which 
lead to an improved measurement accuracy and 
make adjustment easier. The holographic 
microscopy is an effective tool for recording and 
reconstructing the complete optical information. 
The process is based on real-time incoherent 
holography principle. 
 

I. INTRODUCTION 
This method uses an incoherent holography 
principle in real-time process [1]. Both the image 
phase and the image amplitude are reconstructed 
from the interference signal in the out – put  plane. 
The interference image is recorded with a CCD 
camera and consecutively is processed by the PC.  

It is possible to make optical sectioning 
through the specimen without its destruction [2]. 
This is very useful in biology. The quality of 
recorded information depends on an accuracy of 
alignment of the microscope. The aim is to realize 
the easy operated construction with revolving 
turret for objective lenses. The holographic 
microscope has no scanning system because all 
object points of the whole viewed field are imaged 
simultaneously. Therefore the speed of imaging 
process is limited only by the image detection and 
used hardware. 

II. EXPERIMENTAL SET UP 
In this configuration (Fig. 1) we remove some of 
the imperfections (e.g. difficult alignment and 
lengthy changing of the objectives) of the 
holographic microscope prototype, which was 
made in our institute.  

Source of light is splitted by the difraction 
grating into two beams. One is passing to the 
object branch and the other to the reference branch. 

If these two branches are of the same lenght, the 
image holograme is formed in the output plane.  

The holographic microscope imaging 
properties are strongly dependent on the type of 
illumination source. The broadband (halogen 
lamp) and narrowband (halogen lamp with 
interference filter or laser diode). To achieve the 
confocal imaging, it is necessary to use spatially 
incoherent light. The most effective way to convert 
spatially coherent light of the laser diode into the 
spatially incoherent light is using of a two diffuser 
system. A rotating diffuser associated with a 
motionless difusser is inserted to the laser beam. 
 
 
 
 
 
 

 

 
 
 
 

Figure 1: Experimental set up of holographic 
microscope. 

 

III. CONCLUSION 
The result of this project is engineering design of 
the new laboratory version of  the holographic 
microscope. We verified the mechanical parts in 
the experimental set up. Mechanical parts are able 
to reproduce positioning with required accuracy. 

A suitable applications arise especially in 
materials science for noncontact surface inspection 
and profiling of reflective materials. The 
nanometer-scale measurement of surface profiles 
is possible due to the image-phase proccessing.
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The holographic microscope is suitable for 
imaging of living tissues owing to nedestructiv 
optical sectioning capability.  
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Abstract — The article deals with observation and 
evaluation structural modifications of high-up tem-
perature mica-based insulation material Thermi-
kanit 26.000 in course of thermal ageing. by the 
dielectric relaxation spectroscopy, infra-red spec-
troscopy method. The objective of the research was 
to determine or at least to identify the degree of 
thermal and electrical degradation after a defined 
stress and to obtain some findings regarding the 
ageing processes. Another objective would be to 
find an evidence for the relation between an occur-
rence of the breakdown and some features in the 
dielectric and infrared spectra. Experimental re-
sults are analyzed and their potential implications 
for material diagnostics are discussed. 

I. INTRODUCTION 
Some applications make use of electrical machines 
and apparatuses working permanently at tempera-
tures close to 300 ºC. The occurrence, even if only 
hypothetical, of these temperatures necessitates to 
use advanced insulation materials able to withstand 
these temperatures for the entire working life of the 
equipment in question. During this time, the insula-
tion will be exposed to both high temperature and 
electrical stress. Both these factors are likely to bring 
about degradation. The objective of the research was 
to determine or at least to identify the degree of deg-
radation after a defined stress and to obtain some 
findings regarding the ageing processes. 

II. SAMPLES AND AGEING 
The material under study was Thermikanit 26.000. It 
is a composite material system containing, according 
to specifications, 91 % of non-calcinated mica paper 
a 9 % of silicon binder [1]. After the delivery from 
the manufacturer, it was stabilized at the temperature 
of 320 ºC for 500 hours. From the sheets of Thermi-
kanit were prepared square shaped testing specimens 
with the sizes approximately 60 x 60 mm and nomi-
nal thickness 0,31 mm. Samples were provided with 
silver electrodes evaporated onto their surface and 

conditioned at the room temperature in the 0 % mois-
ture environment (in the presence of silica gel). 

All sample were exposed to electrical ageing at the 
voltage level of 3 and 4 kV for 600 hours or were 
exposed to thermal ageing at the temperature 320 °C, 
420 °C and 520°C for 1000 hours. In the course of 
thermal and electrical ageing were measured both 
parts of complex permitivitty by the dielectric relaxa-
tion spectroscopy method, the chemical structure 
were detected by the infra-red spectroscopy method. 

III. MEASUREMENT 

A. DIELECTRIC RELAXATION SPECTROS-
COPY METHOD 

The object of this method were investigation of tem-
perature and frequency dependences of complex 
permittivity. Measurements were done with the pur-
pose-built measuring capacitor that was designed for 
temperatures up to 350 °C. The sample was inserted 
into the electrode system that was situated in the 
temperature unit. In this way a capacitor was formed. 
Investigation of both parts of complex permittivity 
was carried out in the frequency range 100 Hz – 
1 MHz. It was used precision LRC meter HP 4284A, 
made by Hewlett Packard. The function of this in-
strument is based on bridge techniques with auto-
calibration. It was measured capacity Cp and tg δ at 
the temperatures 20, 100, 200 and 300 °C. From this 
values were evaluated parts of complex permittivity 
ε*. Dependencies of loss number ε´´ of Thermikanit 
as a function of temperature and frequency (3D-
chart) with the ageing time as parameter are pre-
sented in fig.1. 

B. INFRA-RED SPECTROSCOPY METHOD 
Infra-red spectroscopy is an experimental tool for 
obtaining information about chemical structure of 
materials. The interpretation of infrared spectra in-
volves the correlation of absorption bands in the 
spectrum of an unknown material with the known 
absorption frequencies for types of bonds [2].  
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Obtained infra-red spectra of Thermikanit in course 
of thermal ageing at temperatures 420 °C and 520 °C 
are presented in fig. 2. 

 
 

 
 
 

 
 
 

 
 
Figure 1:  Temperatures and frequencies depend-

encies of loss number of the Thermikanit; 
a)0 h / 4kV, b) 80 h / 4kV, c) 200 h / 4kV 

 

 
 

 

Figure 1: Infra-red spectra of Thermikanit in 
course of thermal ageing 

 

IV. CONCLUSION 
The thermal and electrical ageing process brings 
about an increase of both parts of the complex per-
mittivity, at all frequencies. The temperature behav-
iour follows at both ageing levels the same pattern. 
Both components of the complex permittivity de-
crease with increasing temperature to about 150 ºC 
and then start do increase again; the effect is more 
pronounced at higher ageing level. 

The values of reflectance increased with the time 
of thermal ageing and the absorption peak of the CH 
in Si-CH3 (wave number 2920-2960 cm-1) gradually 
disappeared which means decrease the number of Si-
CH3 bonds. At the ageing temperature 520 °C is this 
process very fast (after 50 hours is not yet observable 
the peak of Si-CH3 bond) and at the temperature 
320 °C are not observed chemical changes of Ther-
mikanit. 
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René Fuger and Harald W. Weber (Faculty Mentor)
Atomic Institute of the Austrian Universities

Vienna University of Technology
1020 Vienna, Austria

Email: rfuger@ati.ac.at

Abstract — We report on magnetic measurements on a
HoNi2B2C single crystal at low temperatures. The magnetic
and the superconducting phase diagram were determined for
different crystal directions and the superconductive properties
evaluated as a function of temperature and applied field. The
critical current density was calculated from magnetization loop
measurements.

I. INTRODUCTION

The interplay between the two collective phenomena,
magnetism and superconductivity, has been of great sci-
entific interest for many years. In the rare earth tran-
sition metal borocarbides (with the rare earth elements
Ho, Er, Tm and Dy showing a magnetic moment) super-
conductivity and magnetism appear in the same temper-
ature range. In the case of HoNi2B2C the superconduct-
ing transition temperature and the temperature for the
magnetic transition are at 8.5 K.[1] HoNi2B2C shows
a transition to an antiferromagnetically ordered state at
TN =5.2 K, whereas for temperatures above Tm≈6 K
paramagnetic behavior prevails. Additionally, in the tem-
perature range TN < T < Tm, two incommensurate
antiferromagnetic structures exist at zero field. Details
about the magnetism in HoNi2B2C were mainly revealed
by neutron diffraction experiments (Refe. [2]-[7]). The
superconducting transition is very sensitive to magnetic
fields and shows a reentrant behavior in external fields.

II. EXPERIMENTAL

Measurements of the magnetic moments were performed
on a HoNi2B2C single crystal. The magnetic and the su-
perconducting phase diagram were determined in three
different crystal directions and the superconductive prop-
erties evaluated as a function of temperature and applied
field. The critical current density was calculated from
magnetization loops using the Bean model. In addition,
the angular dependence of the magnetic moment was
measured at various magnetic fields and temperatures.[9]

III. RESULTS

The phase diagrams for fields along the [100] (a-axis),
the [110] (diagonal in the ab-plane) and the [001] (c-axis)
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Figure 1: Phase diagram for magnetic fields along the
[100] direction of the HoNi2B2C single crystal showing
the Hc2 curve, the irreversibility line and the magnetic
transition lines. The different magnetic phases and their
order states are indicated by arrows.

direction of the single crystal were established. Figure 1
shows an example for H ‖ [100]. The upper critical field
(µ0Hc2), the irreversibility line (IL) and the magnetic
phase transitions are plotted there. The upper critical
fields µ0Hc2 were determined from ac SQUID (super-
conducting quantum interference device) measurements
with an ac field amplitude of 30 µT. A tangent criterion
fitting the linear slope of the in-phase signal of the sus-
ceptibility m′ (T ) was used for the evaluation. The ir-
reversibility points were taken from m(T ) (first devia-
tion of the zero field cooled from the field cooled curve)
as well as from m(µ0H)-loops (merging of the m+ and
m− branches) measured in a SQUID and a VSM (vector
vibrating-sample magnetometer). The magnetic transi-
tions can also be seen in these experiments.

The irreversible magnetic moment of the magnetiza-
tion loops (see e.g. Figure 2) was used to determine
the critical current density Jc from the Bean model. [8]
This can be done safely, because the loop measurements
show symmetric irreversible magnetization curves and
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Figure 2: Magnetization loops for fields along [001] at
different temperatures.

large remanent fields as demonstrated by the data for
H ‖ [001] in Figure 2 as an example for all our re-
sults. Figure 3 shows the critical current densities for
fields parallel to [100], the inset presents its temperature
dependence at various fields.

IV. CONCLUSIONS

We have presented a thorough characterization of a
HoNi2B2C single crystal in the superconducting and the
magnetically ordered state. The critical current densities
were evaluated, they are of the order of 108 Am−2 at 3 K.
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Abstract — The formation and characterization of 
binuclear copper(II) complexes with polymerizable 
groups and their self-assembly characteristics was 
studied. The compounds Cu2(L1)4  ·2CH3OH 1, 
Cu2(L2)4 ·H2O 2, Cu2(L3)4·2DMF 3, Cu2(L1)4 
·C4N2H4 4 with L1 = methacryate, L2 = vinyl acetate 
and L3 = adamantine carboxylate were synthesized 
and their molecular structure was characterized. 
Single crystal X-ray analysis reveals that all of 
these compounds are binuclear complexes in the 
typical paddle-wheel structure containing four 
bridging carboxylates and two axial ligands occu-
pying the residual free coordination sites. These 
two positions allow exchange reactions with differ-
ent molecules and can be used for the formation of 
inorganic-organic hybrid materials via coordina-
tive interactions. 

I. INTRODUCTION 
Inorganic-organic nanocomposites are promising 
systems for a variety of applications because of  
their extraordinary properties arising from the 
synergistic combination of the inorganic and the 
organic building blocks [1]. The combination of 
polymers with metal complexes can lead to novel 
nanocomposites which show structures that are 
determined by the metal complexes, their organi-
sation, and the polymeric backbone. Such poly-
mers can be obtained either using metal complexes 
with polymerizable groups [2, 3] that are 
(co)polymerized with other monomers or by 
polymers that include functional groups attached 
to their chain which allow reaction with metal 
complexes. Copper(II) carboxylates were chosen 
in this study as building blocks for preparation of 
inorganic-organic nanocomposites because of their 
rigid structure, potential additional coordination 
sites, the possibility of ligand exchange reactions 
for further functionalization, and - dependent on 
the metal-metal interaction - interesting additional 
properties (electronic, magnetic, etc.) (Fig. 1). 
Copper (II) carboxylates of the type Cu2(L1)4 
·2CH3OH 1, Cu2(L2)4 ·H2O 2, Cu2(L3)4 ·2DMF 3, 
and Cu2 (L1)4 ·C4N2H4 4 were synthesized and 

used in some preliminary investigations of their 
ability to form nanocomposites. 
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Coordinating 
molecules

 
Figure 1. Schematic drawing of a binuclear 

Cu(II)carboxylate with its potential interaction 
sites. 

II. RESULTS AND DISCUSSION 
Compound 1 and 2 were prepared through reaction 
of (HL1), (HL2) with basic Cu(II) carbonate. Com-
pound 3 was prepared through reaction of (NaL3) 
solution with Cu(II) nitrate trihydrate following 
crystallization from DMF. Slow diffusion of etha-
nol solutions of 1 and pyrazine into each other led 
to formation of 4 which is a coordination polymer 
[4] consisting of binuclear Cu-complexes bridged 
by pyrazine as axial ligand. 

A. CRYSTAL STRUCTURE 
The crystal structure of 1 (Fig. 2) contains two 
binuclear cage complexes, each with inversion 
symmetry. In each dimer, two Cu ions are bridged 
by four methacrylate groups, forming a cage struc-
ture, and the methanol ligands are bonded through 
their O atoms to the Cu atoms in the axial posi-
tions. Compound 2 has a binuclear typical paddle-
wheel structure as 1 with four vinyl acetate bridg-
ing ligands and two water molecules as axial 
ligands 
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Figure 2: Molecular structure of 1 and 3. 
 

The crystal structure of 3 contains two binuclear 
cage complexes, each with inversion symmetry 
and two uncoordinated DMF molecules. The Cu 
atoms in compound 3 are bridged by four adaman-
tate groups, forming a cage structure, and the 
DMF ligands are bonded through the amide oxy-
gen to the Cu atoms in the axial positions. The 
separation between νas(COO-) and νs(COO-) for  
all complexes is les than 200 cm-1, indicating a 
bidentate coordination mode for coordinated car-
boxylate groups The IR spectra are in good 
agreement with the presented crystal structures. 

B. NANOCOMPOSITES 

In order to construct novel coordination polymers 
with polymerizable groups, we combined pyrazine 
with Cu2(L1)4 ·2CH3OH leading to compound 4. 
The structure 4 consists of linear chains of binu-
clear copper methacrylate units linked by pyrazine 
ligands (Fig. 3). All reported compounds were 
used as building blocks to prepare nanocompo-
sites.  

 

Figure 3: Molecular structure of 4. 

Polymers containing these molecular building 
blocks were prepared using end-group functional-
ized polysiloxanes as linkers that allow a bonding 
to the axial coordination positions forming coordi-
nating polymers. End-group functionalized polysi-
loxanes were prepared by a hydrosilation reaction 
of Si-H terminated siloxanes with vinylpyridine. 
The thus formed oligomers were used as a second 
component together with the metal complex to 

produces nanocomposits. In other approach poly 
(vinyl pyridine) chains were crosslinked by the 
metal complexes and thus nanocomposite was 
formed (Scheme 2). 
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Scheme 1: Synthesis of end-group functionalized 
polysiloxanes 
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Scheme 2: Synthesis of metal containing nano-
composites. 
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Abstract — Thanks to extraordinarily favourable 
both mechanical and technological properties, 
austempered ductile iron is ranked with very 
prospective structural materials. Its structure and 
consequently also mechanical properties can be 
substantially influenced by conditions of 
isothermal transformation. The dependence 
between matrix composition and mechanical 
(static as well as fatigue) properties of unalloyed 
nodular cast iron, which was isothermally heat 
treated at transformation temperature of 380 °C, 
is studied in the present contribution. 

I. INTRODUCTION 
      Presented work deals with high strength 
variant of nodular cast iron, so-called ADI 
(Austempered Ductile Iron). This material is 
obtained by isothermal treatment of nodular cast 
iron. It consists of austenitization, isothermal 
transformation in the bainitic belt and final 
cooling, usually in water. 
Owing to its excellent mechanical as well as 
technological properties, austempered ductile iron 
belongs among very prospective structural 
materials [1, 2]. The structure of ADI matrix is 
usually created by bainitic ferrite with high 
strength and by stabilized austenite with high 
deformability. Their portion and partially also 
their properties are determined by transformation 
conditions, i.e. the isothermal transformation 
temperature and the dwell [3-5]. The 
austenitization conditions play only a marginal 
role. The dependence between matrix composition 
and mechanical (static as well as fatigue) 
properties of two unalloyed nodular cast irons, 
which were isothermally heat treated at 

transformation temperature of  380 °C, is studied 
in the present contribution. 

II. EXPERIMENT 
Chemical composition of experimental 

materials is given in the table 1. 
 

Element H 380 a H 380 b 
C 3,49 3,56 
Si 2,46 2,24 

Mn 0,25 0,25 
P 0,02 0,02 
S 0,007 0,004 

Mg 0,042 0,054 

Table 1: Chemical composition [wt. %] 

 Cylindrical testing bars for static tensile test 
(M11x1, D0 = 6mm, L0 = 30mm) and for fatigue 
tests (M16x1, D0 = 7mm, L0 = 10mm) were made 
of these materials. 
Isothermal refining was performed in order to get 
bainitic structure. Austenitization took one hour at 
temperature 900 °C in NaCl salt bath. Isothermal 
transformation was realized at temperature 380°C 
in AS 140 salt bath.  The dwell at transformation 
temperature varied in the range from 2 minutes to 
9 hours. Heat treatment was finished by cooling in 
water bath. 
For structure evaluation metalographic cuts were 
made on screw heads’ front faces. Structure was 
observed etched and not etched by light 
microscope OLYMPUS GX 71. The content of 
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stabilized austenite was determined using 
quantitative X-ray phase analysis. 
 Static tensile test was performed at room 
temperature (20°C) on tug-machine PC -
TIRAtest 2300 with force range 10 kN. Loading 
speed was v = 2 mm/min. Fatigue test was 
performed at normal temperature (20°C) on high-
-frequency-resonance pulsator AMSLER 10 FHP 
1478 at test frequency f = 201 Hz. Wöhler curves 
were determined by symmetrical cycle tensile – 
press. The regress analysis was used for Wöhler 
curves defining. For regression by least square 
method the three-parameter non-linear Stromeyer 
function was used (1), where as σ  stress 
amplitude or maximum stress of loading cycle is 
considered, a, b, K are parameters of regression 
curve, and N is the number of cycles to failure or 
to test stoppage. 
                                          (1) KNa b +=σ

III. RESULTS 
 The composition of structural mixture in the 
matrix of both ADI transformed at 380°C is very 
substantially influenced by the lenght of 
isothermal transformation dwell. Maximum 
content of stabilised austenite, 35% 
approximately, was obtained for the 
transformation dwell of 60 minutes (Fig. 1).  

 
Figure 1: The structure composition of ADIs  in 

dependence on the transformation dwell. 
 

 Mechanical properties of both studied 
materials are substantially influenced by the lenght 
of isothermal transformation dwell, because of 
microstructural changes proceeding during 
transformation (Fig. 2). The UTS and yield 
strenght values increase with the transformation 
dwell prolonging. Maximum average values  of 
Rm = 1 100 MPa and Rp0,2 = 860 MPa were 
reached for the longest transformation dwell, when 
bainitc ferrite was the prevalent structural 
component in the matrix. Values of elongation to 
the fracture and fatigue limit correspond to the 

amounth of stabilised austenite. The Maximum of 
the elongation to the fracture, on the average 7 %, 
and fatigue limit, on the average 260 MPa, was 
measured for transformation dwell of 60 minutes. 
It coincide with the maximum content of stabilised 
austenite in the ADI matrix. 

 

 
Figure 2: Mechanical properties of ADI H380a in 

dependence on the transformation dwell. 
 

       Pursuant to results it is possible to say, that in 
dependence on the transformation dwell the ADI 
with high variety of mechanical properties can be 
produced. However, the optimal combination of 
mechanical properties of ADI obtained by 
isothermal transformation at the temperature of 
380°C is reached for transformation dwell of      
60 minutes.  
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Abstract — The objectives of this paper are ex-
perimental investigations of the nature of the 1/f 
noise, if the source is mobile carrier number fluc-
tuations or a fluctuation in the mobility.  Experi-
ments were performed in low frequency range, 
where the 1/f noise for submicron structures as 
MOSFETs and HEMTs is dominant. There are a 
low number of carriers in the active volume of those 
nanoscale devices; therefore it is supposed that 1/f 
noise will be dominant. Thus new valuable experi-
mental results of noise spectral density and its rela-
tion like charge carriers mean free path, mobility, 
dependence on temperature and electric field inten-
sity will be obtained. 

I. INTRODUCTION 
Electrons and holes in semiconductor constitute 
thermo dynamical system, which fluctuates around 
equilibrium state. Fluctuations of macroscopic pa-
rameters are exhibit of statistical behaviors of micro 
processes, which proceeding in semiconductors. 
These processes can be partly independent on spheri-
cal coordinates like generation or recombination 
processes but also dependent on spherical arrange-
ment e.g. transport carriers.  
At first are fluctuations caused by quantum transi-
tions of carriers, on the other hand are caused by 
carriers energy change after absorption or emission 

of photon. If current with current density 
→→

= venJ  
leads through the sample, than the fluctuation of 
current density is  

 
→→→

∆+∆= nevvenJ                               (1) 

Here 
→

∆ ven are current fluctuation originate due to 
mobility carriers fluctuation which cause thermal 

noise and  on the other hand,  term 
→

∆ nev  in (1) 
represent current fluctuation due to number of carri-
ers variation. This two mechanisms impose the most 
important sources of noise e.g. thermal noise, burst or 
RTS noise, generation-recombination (GR) noise, 1/f 
noise and 1/fa noise.  

II. NOISE TERM DEFINITION  
In order to keeps things simple, we consider white 
noise of a resistor. This frequency and bias-
independent noise is described in terms of a voltage 
by the well-known formula.  

 

 RfTkU R ⋅∆⋅⋅⋅= 42
                          (2) 

Where 
2
RU  is effective noise voltage in V2, R is resis-

tance value and member fTk ∆⋅⋅⋅4 represents 
power with dimension A*V.  

Since the term fTk ∆⋅⋅⋅4 represents a power, and if 

we normalize this power to f∆ , we end up with a 
power density. Usually, this normalization is done 

for f∆ =1Hz. 
 

 
RTkS

f
U

U
R ⋅⋅⋅==

∆
4

2

                        (3) 
 The term U2

R / �f is called power noise spectral 
density but more appropriate term therefore is volt-

age noise spectral density. Its symbol is usually US  
and its dimension is V2/Hz. This result can be plotted 
against frequency. In case of our resistor, it is a con-
stant value.     For semiconductors, such a plot can 
also exhibit frequency dependencies, e.g. 1/f noise. In 
any case, such a plot shows a spectrum. 

III. 1/  NOISE  
A pretty often measurable phenomenon is noise with 
a spectrum proportional to 1/f. This leads to the name 
1/f noise. Another name is flicker noise. Present 
theories of 1/f noise assume that there are two 
sources of 1/f noise, fundamental quantum 1/f noise 
and excess 1/fa noise. We suggest, that flicker noise 
is caused by electromagnetic interactions among the 
fluctuators or that chemical defects and mobile impu-
rities make source of this kind of noise. 
 An empirical description after Hooge is a spectrum 
with 
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,

2

fN
U

S H
U ⋅

⋅= α

                        (4) 
where N means total number of moving charges in 
the device, f is measuring frequency and the Hooge-
Parameter � is a material characteristic. 
Random Telegraph Signals (RTS) are fluctuations in 
current or voltage between discrete levels. Research-
ers believe that 1/f noise and RTS noise originate 
from similar physical sources. 1/f or flicker noise is a 
superposition of all the electrically active RTS’s. In 
sub-micron MOS devices, the two level fluctuations 
are generally attributed to the capture and emission 
of single electron by traps in the gate oxide. The 
RTS, characterized by small discrete changes of 
drain current can provide much insight regarding the 
microscopic origins of the individual defects near the 
Si/SiO2 interface. RTS can also be caused by fast 
interface states. These are harder to detect, however, 
due to much shorter time constants involved. Often 
the RTS signals due to the fast interface states are 
superimposed on the slow RTS states, and could be 
easily mistaken as high frequency generation-
recombination noise if the time–domain analysis is 
not performed in a sufficiently fast oscilloscope. 

IV. NOISE MEASUREMENT TECHNIQUE 
The block diagram of the basic apparatus is shown in 
fig.1. Measuring set-up consists of noise voltage 
source, low impedance low noise preamplifier, op-
tional passive LP or HP filter and also with computer 
which is served for processing of measured data and 
in our case also for controlling preamplifier through 
RS 232C interface.  

 
Fig. 1: Measuring set-up 

Noise signal, which is random physical process, is 
fetched to low noise amplifier where is the extremely 
low signal amplified to level, which is acceptable for 
further processing with A/D card in computer. Due to 
low level of noise signal mentioned above we require 
unique properties of amplifier, the emphases is laid 

especially on amplification (typically 100 dB and 
more) and also on intrinsic noise of amplifier (exem-
plary 10-18 V2/Hz), which must be much more lower 
than level of measured noise. Amplifier is also 
equipped with selective filters (slope at least 40 dB/ 
dec) to obtain amplified signal in appropriate narrow 
band and communication interface (RS232, IEEE 
488) for controlling its functions with computer.  
For correct interpretation of measured data is neces-
sary to keep certain conditions during measurement. 
The main effects which may influence measured data 
are: 

• Modification of temperature, magnetic or 
electric field during measurement  

• Disturbance of 50 Hz signal 
• Drop of power supply voltage 
• Process must be stationary and ergodic 
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Fig. 2: The current noise spectral density 

vs. frequency for sample N51 

V. CONCLUSION 
Description of 1/f noise sources in submicron  
MOSFETs transistors has been carried out. Measur-
ing set-up block diagram and resulting current noise 
spectral density was shown. Noise spectroscopy is 
one of the promising methods for non-destructive 
testing of electronic components and knowledge of 
noise sources in MOSFETs is also very important  in 
transistor downscaling. 
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Abstract — Present ultrasonic non-destructive 
testing (NDT) methods of material are mainly based 
on analysis of elastic wave reflection, absorption 
and interference. This paper describes analysis, 
principles and apparatus for nonlinear ultrasonic 
spectroscopy of rock and metallic samples and also 
discusses their limitations. The nonlinear ultrasonic 
spectroscopy is used to investigate cracks and de-
fects in samples and also is used to detect rate of 
samples damage.  

I. INTRODUCTION 
Nonlinearity of cracks and defects are sources of 
nonlinear signal distortion and then amplitude of 
higher harmonics is used as a measure of sample 
quality and homogeneity. We are used non-linear 
effects of wave propagation and creation of higher 
harmonic signals in the vicinity of defects. In the 
considered case the interaction of the waves ampli-
fies the non-linear effects, which give information on 
material characterization by non-destructive testing.  

These effects were observed by two basic groups:  

A) measurements using a single-frequency har-
monic ultrasonic signal. Defects are sources 
of anharmonic atom potential energy and 
due to this anharmonicity, second and third 
harmonic signal is produced. 

B) measurements using two harmonic ultra-
sonic signals (intermodulation products are 
detected).  

II. MEASURING SETUP 
Measurement of nonlinear ultrasonic spectroscopy 
frequency dependence requires wave generators, 
power amplifiers, ultrasonic exciters and sensor, 
amplifier with filter of competent quality and also 
quality digitising signal device. The control software 
is important, not only for measuring, but also for 
further processing of measured data. 

Our apparatus for automatic measurement of nonlin-
ear ultrasonic spectroscopy consists of (exciting 
partition) two wave generators Agilent 33220A, two 

high-frequency power amplifiers WPD100 with 
maximal output power 100 W, two high-power pie-
zokeramics exciter (HTP02, HTP03). Receiving part 
consist of filter, amplifier AMP 22 with frequency 
band filter. The amplified signal is led to digital 
oscilloscope with sampling rate 200 Msa/s. The 
digitised signal is stored in computer and noise spec-
tral density frequency dependence evaluated using 
discrete FFT. The control software was written in 
Borland C++ Builder and this version is based on 
Windows operating system.  

PC 

AM 22

54624A33220A 

WPD100

HTP03

SAMPLE

HTP02 

SHS-WB011

Filter 

 Figure 1: Measurement set-up 

Measuring was performed for granite, steel and mag-
nesian samples. Steel samples were cyclic loaded 
while the magnesian and granite samples were sub-
mitted to the temperature stress. Magnesian samples 
were also submitted under stress by plunge in liquid 
nitrogen. 

III. RESULTS AND DISCUSSION 
Materials with undamaged structure are essentially 
linear in their response, while the same material, 
when damaged, becomes highly nonlinear. In spec-
trograms it's represented by harmonics and sideband 
generation. 

A. MEASUREMENT WITH ONE HARMONIC  
ULTRASONIC SIGNAL 

In the first case the non-linearity gives rise to another 
harmonic signal of frequency fv plus further addi-
tional frequency signals, according to Fourier series 
expansion. 
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 fv= n f1   ⏐n = 0, 1, 2..∞  (1) 

Samples (with and without damage) were tested by 
method with one harmonic exciting ultrasonic signal, 
where amplitude of higher harmonics signal were 
used for the measurement of the sample destruction 
(see Fig. 2). Exactly second, third and fifth harmonic 
signal components of response were investigated (see 
Fig. 3). After cyclic loaded process amplitude of 
third and fifth harmonic components was higher 
considering base harmonic signal.  
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Figure 2: Frequency spectrum of three steel cyclic 
loaded samples (0, 12 000 and 20 000 cycles). Fre-

quency of first harmonic is 18.7 kHz. 
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Figure 3: Second and third harmonic versus cyclic 
loading (frequency of first harmonic is 18.7 kHz). 

B. MEASUREMENT WITH TWO HARMONIC  
ULTRASONIC SIGNALS 

In the second case, where two exciting frequencies f1 
and f2 were used, other subharmonic signals with  
basic frequency fv arise, according to the following 
equation. 
 Fv =⏐±m f1 ±n f2⏐     ⏐m, n = 0, 1, 2..∞ (2) 

Ultrasonic signal of heated rock and magnesian sam-
ple was analyzed at room temperature before and 
after warming-up.  On the Fig. 4 are shown two 
granite samples (with and without damage), excited 
by one constant frequency (15 kHz) and by one vari-
able frequency (16 to 18 kHz). For our measurements 
were as an optimal investigation of distances compo-

nents. After warming-up process were amplitudes of 
distance harmonic components higher than ampli-
tudes of distance components before warming-up. 
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Figure 4: Frequency spectrum of granite sample 

without damage (upper) and with damage (lower).  

IV. CONCLUSION 
1. Ultrasonic signals and their frequency responses 
are changed during high temperature and mechanical 
ageing. 
2. Relative value of third and fifth harmonics  
increases after thermal or mechanical treatment. 
3. We suppose that this effect is related to crack 
creation in the sample due to high temperature  
gradient. 
Following production areas are typical for profitable 
application: continuous production tests for faults – 
car parts, bearings, machine parts, material for pro-
duction process. First-line maintenance (replacement 
or repair is only carried out when really necessary, 
not earlier) – aerospace, nuclear power plants, struc-
ture (bridge) and building supporting elements. 
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Abstract — A magnetic scanning technique (magnetoscan) is
presented, which was developed to detect local inhomogneities
in high temperature bulk superconductors. The system consists
of a permanent magnet, which is moved together with a scan-
ning Hall probe over the sample surface. The magnetic field
Bz(x, y) perpendicular to the top sample surface, generated by
shielding currents in the superconductor, is spatially assessed.
Local variations of the critical current densityJc(x, y) and de-
fects, such as cracks, can be resolved in this way.

I. INTRODUCTION

High temperature superconductors for technical applica-
tions show hysteretic behaviour when exposed to mag-
netic fields. This is due to (artificial) defects on the
nanometer scale, which act as pinning centers for the flux
lines. After a magnetisation loop, remnant currents—
equivalent to a gradient in the flux density—remain in
the sample.

This property is exploited in bulk superconductors, i.e.
cylindrical monoliths with a diameter of a few centime-
ters and a height of about one centimeter [1]. In this
geometry the flux density gradient results in a cone like
field distribution. The maximum flux density trapped in-
side the sample is the key property for applications and
reveals the average critical current density (Jc) the speci-
men is able to carry. Hall mapping measurements, where
the flux density perpendicular to the top sample surface
Bz is spatially recorded, are among the standard tech-
niques to obtain the trapped field distribution.

One disadvantage of this method is that the supercur-
rents of the entire sample volume contribute to the total
signal. Information on the local properties, such as the
local critical current densityJc(~r), inhomogenities and
cracks induced during the growth of the sample, is not
obtainable. The volume in which the supercurrents flow
can be reduced by replacing the homogenous field by a
small permanent magnet, which is placed above the scan-
ning Hall probe. Thus shielding currents flow in an area
of approximately the diameter of the permanent magnet
and spatial variations of material properties can be de-
tected. The penetration depth of the permanent magnet’s
field is usually less than 1 mm. This implies that a thin
layer at the top sample surface is analysed.

Hall probe
Magnet

Bulk superconductor

Liquid nitrogen dewar

Figure 1: Setup of the measurement

II. EXPERIMENTAL

A sketch of the measurement setup is shown in figure 1.
The superconducting bulk, the Hall probe and the magnet
are immersed in liquid nitrogen.

Permanent magnets with a diameter and a height rang-
ing from 2-6 mm and 2-10 mm, respectively, reaching
an induction of about 100 mT on the top of the sample
are used in these experiments. A stepping motor system
with a spatial resolution of 10µm carries out thex, y-
positioning.

The active surface of the Hall probe, which is the sig-
nal averaging area of the sensor, is50 × 50µm2. More
details can be found in [2].

III. RESULTS

Figure 2 shows the contour lines of the sample’s mag-
netic response measured with this technique. The scan
clearly reveals a number of cracks in the specimen (white
arrows). Additionally, islands of high critical current
density are obtained (white circles), which result from
the growth kinetics of the bulk. The data were collected
on a mesh of0.25 × 0.25 mm2 within one hour, equiva-
lent to 0.25 seconds per datapoint.

Tests performed on tapes with a sheet thickness of only
a fewµm of superconducting material proved the sensi-
tivity of this experiment also for small superconducting
volumes. This and the ability to collect data over large
sample dimensions within a short time, motivated us to
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Figure 2: Cracking of a bulk superconductor

adapt this scanning technique for superconducting tapes
with lengths of up to 20 cm. This method is particularly
suitable whenever a fast determination of the sample ho-
mogenity is desired prior to magnetic or transport current
measurements.
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Abstract — This paper deals with investigation of 

a process of the edge isolation provided by the 

etching paste. The local etching is one of many 

methods suitable for opening a p-n junction and it 

could substitute mechanical grinding. The main aim 

of this work was verify the suitability of paste dis-

pensing parameters and paste activation tempera-

ture found before. The samples were prepared and 

their characteristics compared with standard me-

chanical grinded solar cells. 

I. MOTIVATION 

After most emitter diffusion techniques, especially 

the POCl3 diffusion, the front contact is connected 

with the back contact through the emitter around the 

edge of the solar cell [1]. As a common technique in 

a company Solartec Ltd. is used mechanical grinding. 

This approach has some disadvantages 

e.g.: limitation of wafer size, high breakability by use 

of thin wafers and crystal damage. These undesirable 

features could be solved by using an etching paste. 

II. EXPERIMENT 

We used an etching paste produced by a company 

Merck. A viscous, strong caustic etchant was applied 

locally with a dispenser. The etchant was extruded 

with compressed air through a hollow needle, work-

ing as a dispense nozzle. A precise placement was 

conducted with device that is capable finding an edge 

of the wafer (variable wafer size) 

The following parameter where used for dispens-

ing (see Table 1) 

 

Dispensing pressure 240 [kPa] 

Dispensing velocity 50   [mms
-1
] 

Nozzle diameter 500 [µm] 

 

Table 1: The dispensing parameters 

 

With these parameters is possible to obtain a 

smooth none breaking lines of dispensed paste and 

paste weight about 30 mg. 

We conducted the tests on 100 Si single crystal 

wafers and this quantity we divided to 4 batches with 

ID 1798, 1799, 1811 and 1813. The first step was 

etching the saw damage and surface texturisation. 

Followed both side POCl3 diffusion. After diffusion 

were 50 wafers (batch no. 1798,1811) processed with 

paste etching.  

The etching process consists of these steps: 

1. extruding the paste on rear side of silicon wafer, 
2. thermal activation of the paste on a hotplate with 

temperature 170 °C, 

3. removing residues from the wafer by rinse with 
demineralised water. 

Figure 1 shows etched trench after rinsing. Next 

technological steps were HF cleaning of phosphorus 

glass and deposition of SiNx. Then the wafers were 

printed using silver paste for the front side and alu-

minium paste for the back side, fired and galvanised. 

Further were none edge isolated wafers mechanically 

grinded.  

 

 

Figure 1: Detail of the etched trench-letf side 

 

After finishing technological operations the elec-

trical characteristics were measured on a sun simula-

tor and to localize the shunts were used Light Beam 

Induced Current (LBIC). 

III. RESULTS 

On the pictures (Figure. 2, 3) you can see results of 

two batches etched cells. Samples were measured in 

a Solartec’s sun simulator, where maximum value of 

Rshunt or Rsh is 11. Therefore we can measure only to 

this upper limit. Mechanical grinded cells have 

Rsh=11,0 Ωcm
2
. 
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Figure 2: Rsh in a batch with some  

inhomogeneous prints. 
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Figure 3: Rsh in a batch with  

homogenous prints. 
 

Next electrical characteristics show Figures 4-6. 

The low efficiency values were probably reached due 

to low quality material.  

The values of etched wafers show slightly better 

scores in comparison with none etched wafers (see 

Figures 4,5). This is more evident in Figure 5, short 

circuit current parameter. In contrast with increasing 

Isc we can see certain correlation with decreasing fill 

factor (Figure 6). 
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Figure 4: Efficiency- means values and deviations. 
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Figure 5: Short circuit current-means values and 

deviations. 
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Figure 6: Fill factor-means values and deviations. 
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 Figure 7: Open circuit voltage-means values and 
deviations. 

 

Cells were further analyzed by LBIC Figure 8. It 

shows evident shunts although the right picture was 

taken from cell with Rsh=11,0 Ωcm
2
. Even good 

quality prints lead to none complete p-n junction 

opening. This problem can probably be solved with 

bigger amount of dispensed paste. Therefore cost of 

this operation will increase. 

 

 

Figure 8: Left picture shows the shunts near the 

edge with Rsh=9,2 Ωcm
2
 and right with 

Rsh=11,0 Ωcm
2
. 

IV. CONCLUSION 

We conducted tests with 100 single crystal silicon 

solar cells. A half of this quantity we isolated with an 

etching paste and other half with common mechani-

cal grinding.  

Results indicate that this approach is comparable 

to mechanical grinding. However, some shunts still 

remain and therefore a room for further power im-

provement of solar cells still exists. 
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Abstract — The fabrication of cellular ceramic 
structures by conventional ceramic forming tech-
niques is either impossible or very expensive. 
In this work an approach for the fabrication of 
highly complex ceramic structures by rapid proto-
typing is presented. By using Solidscape‘s T612 
Benchtop a sacrificial mould is produced for cast-
ing. A ceramic slurry is poured into the mould and 
polymerised in situ by forming a gel. Only by the 
combination of gelcasting and rapid prototyping 
highly complex structures such as certain diesel 
particulate filters can be produced. 

I. INTRODUCTION 
Most of the ceramic forming techniques do not sup-
port the usage of sacrificial moulds, but this is crucial 
for the fabrication of very complex cellular ceramic 
structures. There are some rapid prototyping (RP) 
techniques, which are able to produce cellular ce-
ramic structures, but they are often limited to one 
material and the surface quality is not sufficient. In 
this work an approach is introduced where a thermo-
plastic sacrificial mould is build by an RP process 
and then filled with a ceramic slurry. A ceramic 
forming process which is generic and can be used 
with a sacrificial mould is gelcasting. Only the com-
bination of rapid prototyping techniques for the pro-
duction of the mould and gelcasting can be used to 
produce highly complex cellular ceramic structures 
with a good surface quality [1,2].  

Gelcasting moulds are in contrast to slip casting 
non-porous moulds and they can be fabricated by a 
wide  range of materials. Moulds are usually made of 
metal, plastic, glass or wax whereas the mould com-
plexity is often limited by the fabrication process. 
Rapid prototyping is as well an appropriate technique 
to produce complex moulds. In this work the Solid-
scape’s T612 Benchtop is used to produce high com-
plex moulds [3]. 

II. GELCASTING 
Gelcasting is a novel forming process for making 
complex-shaped ceramic and metallic parts. The 
technique was originally developed by Janney et al. 
at the Oak Ridge National Laboratory, USA, in the 
late 1980ies to overcome the disadvantages of ce-
ramic injection moulding. A low viscosity slurry, 
consisting of ceramic or metallic powder, an aqueous 
or non aqueous solvent, dispersant and two organic 
monomers, is poured into a mold and polymerised in 
situ. The green body, which has a high strength, is 
then dried, debinded and sintered [4,5]. 

III. RP-MOULDS 
Gelcasting moulds need to have different properties 
than moulds for other ceramic processes. In contrast 
to slip casting the mould has to be made of a non-
porous material, because the slurry solidifies by 
polymerisation and not by removing the liquid from 
the slurry. Although a wide range of materials can be 
used to fabricate the moulds, some materials espe-
cially silicone based materials inhibit the gelation 
reaction. It should be possible to remove the mould 
from the part and not the part from the mould, be-
cause gelcast parts have a lower strength than injec-
tion moulded parts. Effective mould release agents 
should be used to make the demoulding easier, but it 
has to be taken into consideration that some release 
agents might inhibit the gelation [3].  

Using Solidscape‘s T612 Benchtop all require-
ments listed above are fulfilled. The thermoplastic 
material is non porous and does not inhibit the gela-
tion. The demoulding of the part is done by melting 
the thermoplastic material at a temperature of ap-
proximately 100°C and therefore no release agent has 
to be used. Furthermore every desired shape, which 
is castable can be realised and produced within a very 
short period of time.  
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IV. APPLICATION 
The combination of rapid prototyping techniques and 
gelcasting can be used to fabricate specially designed 
ceramic diesel particulate filter (DPF), which cannot 
be produced by other forming techniques. In Figure 1 
a CAD model of a DPF is shown. 

 

 

Figure 1: CAD model of a DPF 

The constant wall thickness of the hexagonal chan-
nels require a sacrificial mould for casting. The 
mould was build with Solidscape‘s T612 Benchtop 
and cast with Al2O3.  

In Figure 2 an already debinded and sintered DPF 
made of Al2O3 is shown. 
 

 

Figure 2: DPF made of AL2O3  
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Abstract — Three methods for building 3D parts 
by photopolymerisation at feature resolutions from 
50 µm to below 1 µm are introduced. 
For a Digital Light Processing based RP process 
organosoluble polymers, stable in an aqueous 
environment, were developed. Organosoluble 
molds made by RP proved to be suitable for the 
shaping of materials derived from water-based 
sol-gel processing. 
UV Laser Micro-stereolithography photo-
polymers are developed and optimized to tap the 
full potential of the devices resolution.. 
Photoinitiators for Two Photon Polymerisation 
(2PP) are tested and developed. 

I. INTRODUCTION 
Rapid Prototyping (RP) is a suitable manufacturing 
method for fabricating structures with high geometric 
complexity and heavily undercut features, which 
cannot easily be fabricated by traditional 
manufacturing methods. [1] 

Nowadays RP is increasingly employed to produce 
tools or even to manufacture production quality parts 
in small numbers. RP parts can also be used as molds 
to expand the range of final part materials.  

II. STRUCTURING METHODS 
For fabrication of 3D parts by Digital Light 
Processing (DLP), a CAD model is sliced into 
thin layers and every slice is projected into the 
bottom layer of a resin tank by a micro-mirror 
array. The light sensitive resin is cured within a 
few seconds, and after moving up the build 
platform, the next layer is exposed. The feature 
resolution is 50 µm in the xy-plane and 30 µm in 
z-direction. 

Commercial light-sensitive resins for Rapid 
Prototyping of cellular materials are often 
unsuitable for different molding techniques since 
removal of the mold uses thermal decomposition at 
temperatures of up to 600°C. 

For molding thermo-sensitive sol-gel materials, 
photocurable resins where developed, which give 
organosoluble polymers, that are stable in an 
aqueous environment. Such organosoluble molds 
(Figure 1) made by RP proved to be suitable for the 
shaping of materials derived from water-based sol-
gel processing. 

In this way, hierarchically structured organic-
inorganic hybrid materials were shaped [2,3]. 
Figure 2 shows the wet nanostructured silica gel 
after the mold was removed.  
 

 
Figure 1: 

Organosoluble mold 
Figure 2: Molded nano-
structured wet silica gel 

 
With a recently acquired UV Laser Micro-

stereolithography unit higher resolutions can be 
achieved. The process involves the photocuring of 
polymer parts in layers by tracing a laser beam on 
the surface of a liquid photopolymer. Once one 
layer is completely traced, it is lowered a small 
distance into the liquid and a subsequent layer is 
traced, adhering to the previous layer. 

Figure 3 shows a cellular 3D structure that was 
built by UV Laser Micro-stereolithography. 
Currently photopolymers are developed and 
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optimized to tap the full potential of the devices 
resolution (xy ~ 5 µm, z ~ 10 µm). 
 

 
Figure 3: Cellular structure made by UV-Laser 

Microstereolithography 
 

 
The Two Photon Polymerisation (2PP) process 

employs femtosecond laser pulses of 800 nm 
which are focused into the volume of a 
photopolymer, being transparent at the laser 
wavelength. Solidification is performed in a highly 
localised volume due to the quadratic dependence 
of the two-photon absorption rate on the laser 
intensity. When two photons of 800 nm are 
absorbed simultaneously by a suitable photo-
initiator they act as one 400 nm photon to start 
polymerisation. By 2PP feature resolutions below 
the diffraction limit of the used light are possible. 
Smallest lateral resolution that can be obtained is 
around 100 nm [4]. 

By now we found a new highly cross-conjugated 
photoinitiator for 2PP which makes it possible to 
built parts at a photoinitiator concentration below 
0,005 wt% (Figures 4,5). 
 

 
Figure 4: Part built by Two Photon 

Polymerisation (2PP) 
 
 
 

 

 
Figure 5: Part built by Two Photon 

Polymerisation (2PP) 
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Abstract — The aim of this study is the synthesis 
of various hybrid inorganic-organic polymers 
using monomers carrying β-keto ester sites coor-
dinated to metal alkoxides and the modification of 
different polysiloxanes by metal alkoxides. Various 
β-keto esters were synthesized and their coordina-
tion behavior with Ti- and Zr-alkoxides was inves-
tigated. The thus obtained complexes were used as 
(co)monomers in controlled radical polymeriza-
tions and applied in sol-gel reactions to form 
nanocomposites. Polysiloxane block copolymers 
modified with Ti-alkoxides were also synthesized. 
The metal-alkoxides functionalities were hydro-
lyzed to form the respective metal oxides. The 
study showed that depending on the solvent em-
ployed in the process hybrid nanoparticles or gels 
could be obtained. 

I. INTRODUCTION 
Structured inorganic-organic nanocomposites are 
promising systems for a variety of applications. It 
is desirable to use well-defined molecular building 
blocks in their preparation due to a better predic-
tion of structure-property relationships.[1, 2] β-
Keto esters are regularly used for the modification 
of transitional metal alkoxides to obtain a better 
control of their reactivity in the sol-gel process.[3] 
When the ligand carries in addition an unsaturated 
functionality the metal complexes can be trans-
ferred into nanocomposite materials by further 
reactions such as polymerizations.[4] Polysilox-
anes as inorganic polymers show other properties 
than typical organic polymers such as polyme-
thacrylates and are therefore an interesting poly-
mer class.[5]  

II. RESULTS AND DISSCUSION  

A. HYBRID POLYMERS CONTAINING 
METAL ALKOXIDES  

   The reactions between M(OR)4 (M= Ti, Zr; R = 
Et, iPr, Bu) and different β-keto esters (ethyl ace-
toacetate-EAA, methacryloyloxy ethyl, propyl and 

butyl acetoacetate – HAAEMA, HAAPMA, 
HAABMA) were carried out in stoichiometric 
ratios 1:1 and 1:2 in different solvents to investi-
gate the coordination of the β-keto esters ligands. 
EAA which does not carry an additional unsatu-
rated group was used as a model compound. 
Scheme 1 presents the general pathway for the 
synthesis and coordination of β-keto esters ligands 
to metal alkoxides. The products were investigated 
by means of 1H NMR, 2D NMR, FT-IR, and sin-
gle crystal X-ray diffraction experiments. The full 
characterization of these compounds revealed that 
the β-keto esters acted as chelating ligands in all 
cases. Ti-coordination compounds presented a 
dynamic behavior in solution due to ligand ex-
change reactions.  
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When Zr(OnBu)4 was coordinated a decomposition 

of the β-keto esters was observed. 
   From all the coordination compounds investi-
gated Ti(OEt)3AAEMA and Ti(OiPr)3AAEMA 
were further used in homo- and co-
polymerizations with MMA because of their well-
defined structure. Polymers without metal coordi-
nation were investigated with size exclusion 
chromatography (SEC) for reasons of comparison 
(Figure 1). The analyses showed the incorporation 
of both monomers in the polymer chains and a 
quite low polydispersity index (1.41) which is in 
agreement with the different reactivity of the two 
monomers (HAAEMA and MMA).  
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Figure 1. SEC plot of PolyAAEMA-MMA co-
polymers in 1:1, 1:5 and 1:10 ratio between the 

monomers 
     NMR and FT-IR data of the metal containing 
polymers showed the successful incorporation of the 
metal alkoxides in the polymers. Thermogravimetric 
analyses revealed a slight increase of the decomposi-
tion temperature by metal alkoxide incorporation 
which is further improved after applying the sol-gel 
process to produce metal oxide containing polymers. 

B. POLYSILOXANES MODIFIED WITH TITANIUM 
OXIDES: NANOPARTICLES AND GELS 

In a different approach nanocomposites based on 
polysiloxanes and metal oxides were prepared. β-
Keto esters with double bonds active for hydrosila-
tion were coordinated to metal alkoxides (M(OR)4; 
M = Ti, Zr; R = ethyl, butyl, isopropyl). Coordina-
tion was proved by NMR and FT-IR spectroscopy. 
Hydrosilation reactions between a series of β-keto 
esters coordinated to metal alkoxides and different 
dimethylsiloxane-block-hydrosiloxane polymers 
resulted in a series of metal containing polysilox-
anes. The structure of these copolymers was inves-
tigated by spectroscopic methods which showed a 
complete functionalization of the poylsiloxane 
chains. In a second step the metal alkoxide func-
tionalities were hydrolyzed to form the respective 
metal oxides (Scheme 2).  
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Scheme 2. The synthesis of hybrid materials based 
on Ti oxide and polysiloxanes 

 

Depending on the solvent used in the subsequent 
sol-gel process nanoparticles or bulk gels were 
obtained. Applying the sol-gel process in alcohols 
resulted in nanoparticles most likely due to the 
coiling of the poylsiloxane chains in the alcohol 
based on the low solubility. The resulting struc-
tures are fixed by condensation reactions of the 
hydrolyzed metal alkoxides. The nanoparticles 
were investigated by TEM, NMR, FT-IR, and 
dynamic light scattering (DLS). Figure 2 shows 
the TEM and DLS analyses for one characteristic 
sample. The size was dependent on the modified 
poylsiloxane concentration. When toluene was 
employed as a solvent a bulk gel network was 
formed due to the unfolding of the poylsiloxane 
chains based on the high solubility of the poly(di-
methylsiloxane) chains in this solvent, which led 
to the rapid growth of the nucleation centers into a 
gel network. 

1 10 100

0.0

0.2

0.4

0.6

0.8

1.0

Radius, nm 

 unweighted distribution
 mass weighted

1 10 100

0.0

0.2

0.4

0.6

0.8

1.0

Radius, nm 

 unweighted distribution
 mass weighted

 
Figure 2. TEM picture (left) and DLS distribution 
function (right) of Ti oxide nanoparticles modified 

with polysiloxanes  
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Abstract — Carbon nanotubes were highly dis-
persed and within a copper matrix for the produc-
tion of metal matrix composites. The matrix metal 
copper was built up by wet-chemical precipitation 
and conventional powder metallurgical methods 
respectively. Intermediate layers of copper or nickel 
were also tested. 

The most interesting properties comprise the 
thermal conductivity and the coefficient of thermal 
expansion. The weight fraction of the carbon nano-
tubes is varied between 0.5 and 3 w/w. The investi-
gated composites showed thermal conductivities in 
the range of 300 W*m-1*K-1 with equal or lower 
coefficients of thermal expansion than copper. 

I. INTRODUCTION 
The focus of this project lies within the development 
of materials with high thermal conductivity, which 
are exposed to extreme environments. The research is 
focused on the preparation of copper multi-wall 
carbon nanotube (or short MWCNT) composites 
with regard to a high overall thermal conductivity 
and a low coefficient of thermal expansion (CTE) 
together with a good machinability. Main applica-
tions of these new materials are heat sinks. 

II. MATERIAL SYSTEMS 
Copper was chosen as matrix metal because of its 
high thermal conductivity (401 W*m-1*K-1) and its 
good machinability. 

As MWCNTs exhibit superior thermal properties, 
given in [1] (thermal conductivity approx. 3000 
W*m-1*K-1, radial and axial CTE, given in [2] and 
[3], between 0.5—3.5 * 10-6*K-1) they are in best 
compliance with the requirements for these compos-
ites. 

III. PRODUCTION OF THE COMPOSITES 
The low wettability between the matrix metal and the 
reinforcement (surface tension [4] for copper: 1270 
mN*m-1 and for MWCNTs: 100—200 mN*m-1 
respectively) is one of the main problems in the pro-

duction of these composites, as well as the high de-
gree of entanglement of the Nanotubes.  

A. POWDER PROCESSING 
Wet-chemical electroless precipitation reactions were 
employed for the creation of a sufficient interface [5] 
and the build-up of the matrix. These methods allow 
homogeneous dispersions [6] of the MWCNTs with 
different dispersing agents in aqueous solutions of 
copper-precursor salts (''molecular level mixing''). 
For better deagglomeration of the MWCNT-carpets 
ultrasound was applied. When the MWCNTs are 
evenly distributed in the solution, the precursor salts 
are reduced to give the corresponding metals.  

An alternative way for the optimisation of the in-
terface is first to cover the MWCNTs with intermedi-
ate layer of appropriate metals and subsequently 
building up the matrix. In this two-way approach also 
combinations of different metals for coating of the 
MWCNTs and the matrix metal were investigated, 
e.g. nickel/copper (Ni/Cu).  

B. COMPACTION OF POWDERS 
The dried powders gained by these methods were 
further reduced under hydrogen atmosphere. Cuboids 
with dimensions of 36 x 10 x approx. 7 mm were 
formed by cold-pressing and subsequently sintered 
and hot-pressed to achieve high densities. With these 
samples the thermal conductivity and the CTE were 
determined. 

IV. RESULTS 

A. INTERFACE OPTIMISATION 
Coating of the MWCNTs by wet-chemical methods 
yielded homogeneous and dense layer of metal (cop-
per, nickel, titanium, molybdenum etc.) on the 
MWCNTs (see Figure 1, picture taken with a FEI 
Tecnai F20-FEGTEM). 
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Figure 1: Copper-coated MWCNTs 
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Abstract — In the work the role of the type of or-
ganic modifiers (silane and alkylammonium) on the 
filler particle size and structure of melt prepared 
PP/clay composites was investigated. It was found 
that silane modification led to formation of conven-
tional micro-structured composites with high adhe-
sion on PP/MMT interphase. Modification of MMT 
by alkylammonium led to formation of exfoliated 
nanocomposites with improved mechanical, thermal 
and gas barrier properties.  

I. INTRODUCTION 

Polypropylene (PP) is a semi-crystalline engeneering 
thermoplastic and it is known for its balance of 
strenght, modulus and chemical resistance. It have 
many potential applications in automobiles, appli-
ances and other commercial products in which creep 
resistance, stiffness and some toughness are de-
manded in addition to weight and cost savings[1]. 
The most used clay for nanocomposites preparation 
is montmorillonite (MMT). The key factor in prop-
erty improvement plays filler particle size and shape. 
For composites with high mechanical properties, 
however, the silicate nanolayers must separated (ex-
foliated) and uniformly dispersed in the polymer 
matrix [2]. To achieve exfoliated structure of com-
posites, MMT has to be modified. 

This work investigated the role of filler particle size 
on structure and properties of PP/MMT composites. 
The main attention was given to examination of 
influence of silane and alkylammonium organic 
modifiers on the characterization of mechanical, 
thermal and gas barrier properties of PP-organoclay 
composites.  

II.  EXPERIMENTAL 

Homo polypropylene  was supplied by Slovnaft,  
montmorillonite was supplied by Envigeo. The com-
posites were prepared by melt compounding poly-
propylene and montmorillonite clay in a twin screw 
extruder (6.7kg/hour, rotor speed 214min-1, barrel 

temperature profiles from 180oC to 200oC ). All 
composites contained 5% w/w of clay which is con-
sidered to be an appropriate level for polymer nano-
composites.  
Micro-structure of the prepared composites was 
invastigated by using electron scanning microscopy. 
The thermal behaviour of the PP/clay composites 
was measured by thermogravimetric analysis on 
Perkin-Elmer TGA 7 analyser. Mechanical testing 
was realised under ASTM D 638M Type M-III ten-
sile dumbbell test. Pieces were cut from the compres-
sion moulded sheets and tensile strenght was meas-
ured at ambient temperature using a crosshead speed 
of 50 mm.min-1. 
The determination of barrier properties of prepared 
composites to air was measured by the constant vol-
ume method at room (CSN 64 0115) at room tem-
perature and pressure 8 bar. The permeability was 
calculated from the linear pressure increase and free 
volume of the equipment.  

III.  RESULTS 

The study of structure of composites modified by 
different intercalants revealed that modification by 
silane did not lead to formation  nor intercalated 
neither exfoliated structure montmorillonite 
(Fig.1a,b). The structure of composites is typical 
those of conventional microcomposites (Fig.1a). 
From the detailed view is evident, that silane 
modification increased filler/matrix adhesion.  
 
 
 
 
 
 
 
             a)                 b) 
Fig.1: Structure of  MMT modified by silanes: 
           a)  overall view, b) detail 
 
Unlike silane treatment, modification of MMT by 
octadecylamine lead to formation of exfoliated 
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nanocomposite structure (Fig.2a) with the high 
degree of filler particle dispersion and homogenity 
(Fig.2b). 

 
 

a)           b) 
  
    
 
         
    a) detail,  b)overall view 
 
    Fig.2: Structure of  MMT modified by  
          octadecylamine: a)detail, b) overall view. 
 
Thermo gravimetric analysis has been carried out 
to estimate the thermal stability of polypropylene 
and its composites (Fig.3). The analysis has con-
firmed positive influence of filler on thermal sta-
bility in untreated as well as in both, silane and 
alkylammonium modified MMT/PP  composites.  

    
Fig. 3:  Influence of clay on thermal properties of  

       PP/clay composites 
 

Positive influence of studied organic modifiers 
was observed also in investigation of mechanical 
properties. The values of modulus  are shown in 
Fig.4. 
 
Fig.4: Influence of clay modification on  
    mechanical properties of PP/caly composites 
 

 
The strongest impact of the clay modification was 
observed in barrier properties study. In composites 

prepared with MMT and MMTS, due to poor dis-
persion and agglomeration of filler paricles, per-
meability dropped from the level 10-18 up to 10-15 
m2.Pa-1.s-1. On the other hand, polypropylene 
nanocomposites containing MMTO showed in-
creas of gas barrier properties up to 40 %. 

IV.  CONCLUSION 

In the work it was shown that the silane modifica-
tion of MMT led to improvement of filler/polymer 
interphase, but  has no effect on the interpfhase spac-
ing of clay. Modification of MMT by alkylammo-
nium led to formation of exfoliated nanocomposites 
with improved application properties. 
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Abstract — The article will deal with construction 
of supercapacitors of double layer type – selected 
materials, method of construction of supercapacitors. 
The supercapacitors have big capacity – tens up to 
thousands farads. These properties make 
supercapacitors of considerable interest for 
accumulating of electric energy. That we can use in 
car industry, telecommunications, backup system of 
energy, etc. 
The charge time of a supercapacitor is about 10 
seconds. The ability to absorb energy is, to a large 
extent, limited by the size of the charger. In normal 
use, a supercapacitor deteriorates to about 80 
percent after 10 years. There is no danger of 
overcharge or 'memory'. 

I. THE PRINCIPLE  
The doule layer supercapacitor can be describes as a 
metal electrode immersed in the electrolyte. When 
we apply on chemically inert electrode higher 
positive potential with respect to the electrolyte, it 
will accumulate negative ions and repel positive ions. 
So a space charge will be created several tens 
nanometre thick, which is in theoretical 
electrochemistry called the electric double layer. The 
capacity of the spatial charge is high due to higher 
concentration of charge carriers. We are talking 
about tens or hundreds farads on cubic centimetre. 
Their creation or disappearance is physical process, 
which is not bound with any reconstruction of 
chemical structures or compounds and is perfectly 
reversible. The lifetime of supercapacitors is very 
long therefore. When we use inert carbon with big 
specific surface area as electrode material (till 2000 
square metres on gramme) and joined by suitable 
binding agent and pressed on current collector, we 
obtain such supercapacitors with mentioned 
attributes.  
The main disadvantage of supercapacitor is low 
potential range. In water solution, we are limited with 
potencial, of water decomposition on hydrogen and 
oxygen. The critical potential is 1,224 volts 
theoretically. Exceeding this limit causes the 
formation of gaseous hydrogen and oxygen in the 
capacitor. We can solve this problem using organic 

solvents, like those used in lithium batteries. 
Propylene carbonate, ethylene carbonate, acetonitrile 
and so on are suitable. Voltage range of these 
capacitors therefore increases up to 2,3 – 4,0 volts 
[1,2,3]. 

 

Figure 1: The formation of spatial charge by metal 
inert electrode 

II. EXPERIMENTAL PART 

A. THE PREPARATION BY THE OLD METHOD 
The electrodes are prepared from metal screen, 
carbon (expanded graphite), binding agent (Sokrat) 
and conditioner (NH4HCO3). The ingredients are 
mixed and put on metal screen. The electrodes are 
dried in oven on 130 °C at 20-30 minutes.  

B. THE PREPARATION BY THE NEW METHOD 
The electrodes are prepared from metal screen, 
carbon (expanded graphite), binding agent (teflon) 
and conditioner (NH4HCO3). The carbon is boiled in 
water about one hour then teflon is added in 
minimum quantity. The mix is filtrated and dried in 
oven and then is added conditioner. The mix is put 
on metal screen and pressed in the hand press and 
then the electrodes are dried in oven on 130 °C at 20-
30 minutes.   
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C. THE MEASUREMENT GLASS VESSEL 
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Figure 2: The glass vessel 

D. THE MEASUREMENT OF THE ELECTRODES 
The supercapacitors are measured on device Autolab 
in programme GPES (cyclic voltametry).  

  

Figure 3: The graph of cyclic voltametry 

The difference of currents is obtained from the graph 
of cyclic voltametry and then capacity is calculated 
from this formula: 

 
ν

IC ∆
=

2
1

[F] (1) 

where C [F] is capacity, ∆I [A] is difference of 
currents and v [V/s] is rate of change potential in 
volts per second (v is 0.01 V/s). 
The electrodes are measured in the liquid electrolytes 
(0,5 mol.l-1 electrolyte →   1.064 g LiClO4  + 20 
ml propylencarbonate). 

E. THE RESULTS 
 C[F/g] 

old method 
new method 

7,6 
30,5 

Table 1: The table of results 

III. CONCLUSION 
The capacity of the electrochemical supercapacitors 
depends on many objects – carbon, binding agent, 
substrate, chemical additive, molar concentration of 
electrolyte, clarity of chemicals, clarity of working 
environment, procedure of preparation, etc. – all of 
objects increase or decrease the capacity of the 
supercapacitors. 
This article shows the procedure of preparation can 
increase the capacity several times. The difference of 
the old and new method is in uniformity of the 
binding agent.  
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Abstract – Utilization of environmentally friendly 
materials and materials from renewable resources as 
a component of rubber blends is a new modern 
tendency in rubber industry. Some publications and 
patents discussed about replacement heavy aromatic 
oil with ecological ones and substitution of traditional 
rubber fillers as well, mainly in tire industry. New 
components of rubber blends are applied in order to 
obtain better mechanical and dynamical properties 
and better driving properties and it leads to 
production of so-called “green tires”. Starch is one of 
these materials witch is able to modify dynamical-
mechanical properties and by this way it can positive 
affect the abrasion, rolling resistance and wet 
traction of tires. 
  

I. INTRODUCTION 
 
Dynamical-mechanical analysis of rubber blends is 
very effective method for prediction of driving 
properties of tires. Especially dependency of loss 
factor (tan δ) on temperature can be used as an 
indicator for abrasion resistance, low temperature 
properties, wet traction, rolling resistance and heat 
built-up [1, 2]. The storage modulus of filled blends 
increases in dependency on type of filler. Dynamic 
deformation of elastomers filled with carbon black 
and silica is accompanied by a decreasing of modulus 
with increasing of amplitude at low strain values. This 
behavior is called Payne effect [3]. Payne effect is 
explaining as a problem of creating own filler 
structure and its breakdown under dynamical loading 
[4]. Interactions between filler particles or 
interactions between filler and elastomer are 

responsible for reinforcement of mixtures and better 
properties of vulcanisates.  
Fillers from renewable resources are applied into 
rubber blends in combination with carbon black and 
silica in order to obtain improving of driving 
properties [5]. In dependency on type of used fillers 
and their concentration it is possible to modify 
properties in accordance to requirements. 
 

II. RESULTS AND DISCUSSION  
 
Dynamical-mechanical thermal analysis were used 
for testing of properties of vulcanisates containing 
30 phr of corn starch Meritena 100, collagen 
hydrolysate Hykol E and amaranth starch covered 
with protein layer Amarant 1. Dependency of tan δ 
on temperature is shown on Figure 1 and 2. Natural 
rubber and styrene-butadiene rubber were used as a 
polymer matrix. Different chemical character of 
applied fillers caused changes in shape of  
tan δ curves. Maximum of tan δ is shifted according 
to the x-coordinate and value of maximum tan δ is 
affected by type of filler as well.  
REM was used for observation of vulcanisates 
morphology (Figure 3).  Corn starch is incorporated 
into rubber in solid particles form. No changes in 
shape and size of particle were observed. Amaranth 
starch creates agglomerates. Size of these 
agglomerates is comparable to corn starch particles. 
Collagen hydrolysate forms own domains. 
Compatibility of collagen hydrolysate with polymer 
matrix is very good. However the cohesive strength 
is weak.  
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Figure 1 Dependency of tan δ of natural rubber 
vulcanisates filled with various type of fillers from 
renewable resources on temperature 

 

 
 
 
 
 
 

 

Figure 2 Dependency of tan δ of styrene-butadiene 
rubber vulcanisates filled with various type of fillers 
from renewable resources on temperature 
 

 

 

 

 

 

 

 

 

Figure 3 REM of natural rubber vulcanisates filled 
with 30 phr of corn starch (A), amaranth starch (B) 
and collagen hydrolysate (C)  

 

III. CONCLUSIONS 
 
Materials from renewable resources are potentially 
utilizable as components for rubber blends.  They are 
able to modify properties of vulcanisates, especially 
dynamical properties as well as driving properties of 
tires.  In combination with carbon black and silica 
they cause improving of tensile strength and 
modules.  
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Abstract — The aim of this study is the comparison 
of the hybrid electrochromic (HEC) cells incorpo-
rating sol-gel and polymeric I3

−/I− redox electro-
lyte. 

I. INTRODUCTION 
An electrochromic material is able to change its 
optical properties when a voltage is applied across it. 
The optical properties should be reversible; it means 
that the original state should be recoverable if the 
polarity of the voltage is changed [1]. 

A. HYBRID ELECTROCHROMIC DEVICES 
The advantage of HEC (Figure 1) cells compared to 
the usual battery-type EC cells is that the counter-
electrode with intercalation properties can be re-
placed with a thin Pt layer on SnO2:F glass. The 
redox pair was introduced in electrolytes with the 
dissolution of I2 and one of the iodide salts like LiI, 
KI or NaI, their dissolution being dependent on the 
properties of the electrolyte matrix. Transformation 
of iodide and triiodide species according to reaction 
I3
− + 2e− ↔ 3I− may occur on Pt and WO3 electrodes, 

while the optical modulation of HEC cells remains to 
be determined by active electrochromic WO3 film 
and intercalation/deintercalation of certain cations 
(H+, Li+, K+, Na+). 
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Figure 1: Schematic representation of an HEC cell. 

II. EXPERIMENTAL 
Optically active WO3 films covering SnO2:F glass 
substrates were nanocrystaline with the grain size 
30 nm and were prepared by using peroxo-synthesis 
route and thermally treated at 450 °C for 30 minutes. 
A drop of the redox electrolyte was placed on WO3 
film and immediately covered and pressed with 
platinised SnO2:F glass substrate serves as counter 
electrode. To compare the electrochemical properties 
of active layer with different pre-treatment I have 
prepared two samples of HEC cell with WO3 pre-
heated. The electrochemically active layer WO3 film 
in which HEC with ICS-PPG 4000 sol-gel electrolyte 
contained LiI and KI salts was thermally treated at 
450 °C for 30 minutes and then re-heated at 300 °C 
for 10 minutes before assembling. The HEC cells 
contained PMMA electrolyte were stored in a desic-
cator for one day in order to avoid creating of air 
bubbles. Appearing of these bubbles is probably 
connected with shrinking of polymer electrolyte due 
to the polymerisation. 

B. ICS-PPG-BASED POLYMER ELECTROLYTE 

The sol-gel electrolyte was prepared from unhydro-
lyzed organic-inorganic precursor ICS-PPG that was 
synthesized from 3-isocyanatopropyltriethoxy silane 
(ICS) and poly(propyleneglycol)-bis-(2-aminopro-
pyl)ether (PPG) with molar weight 4000 [2]. After 
the dissolution of Li+I2 or KI+I2 acetic acid was 
added as catalyst for the gelation of ICS-PPG precur-
sor. Co-solvent sulpholane was chosen because of its 
high boiling point in order to prevent its evaporation 
from the HEC cell.  

C. PMMA-BASED POLYMER ELECTROLYTE 

The polymeric PMMA electrolyte was prepared as a 
mixture of methyl methacrylate (MMA) monomer, 
polymeric PMMA resin containing 1 % of diben-
zoylperoxide served as polymerisation initiator (Su-
peracryl®, Spofa-Dental, Czech Republic) and op-
tional component [3]. Optional component was pre-
sented by LiI and I2 dissolved in propylene carbon-
ate.  
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D. MASUREMENT 

In-situ UV-visible spetroelectrochemical measure-
ments of the HEC cells were made using the HP 
8453 (Hewlett Packard, USA) diode array spectro-
photometer in combination with an Eco Autolab (Eco 
Chemie, The Nederlands). Potentiostat module 
PGSTAT 12 was used to perform cyclic voltammetry 
and cronocoulometry measurements. The cyclovolt-
ammetric (CV) curves were obtained by the scan rate 
of 20 mV.s-1 and were scanned from 0 V to -2 V, 
reversed to 2 V and then finished at 0 V (Figure 2). 
The kinetics of the coloration and bleaching was 
obtained by applying a cronocoulometric (CC) tech-
nique by performing the intercalation of K+ ions at    
- 1,5 V for 100 s and deintercalation at 2 V (100 s). 
Reported potentials correspond to the potential ap-
plied to the WO3 film (working electrode) with re-
spect to the platinised SnO2:F glass substrate (counter 
electrode). 

Figure 2: Transmittance changes of various HEC 
cells during in-situ UV - visible measurements. 

Cyclic voltammetry was performed between -2 V 
and 2 V with the scan rate of 20 mV/s; h – WO3 
prepared at 450 °C then re-heated prior the cell 

preparation; c – WO3 prepared at 450 °C and not 
re-heated prior the cell preparation. 

III. RESULTS AND DISCUSSION 
The in-situ UV-visible measurements of HEC cells 
revealed the largest optical modulation (>50 %T) for 
redox electrolytes with the composition ICS-PPG 
4000+LiI(KI)+I2+sulpholane (Figure 2). The electro-
chromically active WO3 films that were used in these 
cells were prepared by peroxo synthesis route and 
thermally treated at 450 °C for 30 minutes. However, 
the effect of their additional heat-treatment directly 
prior the preparation of the cells was tested and will 
be addressed in view of its influence on surface hyd-
roxyls. For HEC cells consisting of thermally re-

treated WO3 the bleaching was faster than the colo-
ration. 
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Abstract — The aim of our study was to prolong 
the lifetime of acidic papers by application with 
cellulose like polymer - chitosan. This natural poly-
saccharide is prepared by deacetylation of renew-
able source chitin. Shells of crustaceans (marine 
animals) consist of chitin. Solution of chitosan was 
prepared and spread on papers. The mechanical 
properties of modified papers and morphology of 
the surface were investigated. A change of proper-
ties was studied also after thermal accelerated age-
ing. Improvement of modified papers properties was 
observed. 

I. INTRODUCTION 
Most of historically important writings and visual 
images have been recorded on paper. Particularly 
papers manufactured in second half of 19th century 
have a limited storage life due primarily to acidity 
induced as part of paper manufacturing processes. 
Alum rosin was used as a sizing agent [1]. Sulphuric 
acid has been released with time. Exposure to acidic 
air pollutants and oxygen also contributes to paper 
degradation [2]. Oxygen improves oxidation of 
cellulose and carbonyl and carboxyl groups are 
formed with the result of acidity increase. Paper has 
changed properties during the time of storage. 

Degradation of paper is mainly a result of acid 
hydrolysis of the cellulose chains. Acids break 
cellulose bonds randomly and drastically reduce 
degree of polymerization of cellulose that result in a 
worsening mechanical and optical paper properties. 
Paper turns yellow and becomes fragile and brittle. 
To save weak papers, methods for deacidification and 
strengthening have been developed.  

s 
paper protection.  

Derivatives of cellulose are usually used for the 
strengthening of deteriorated papers in conservation 
practice [3]. Chitosan is chemically similar to 
cellulose but in its structure has pendant amino 
groups. Chitosan is known for being biocompatible 
and non-toxic. It has antimicrobial activity and 
improves water resistance [4]. Chitosan could be new 
environmental friendly alternative that improve

II. EXPERIMENTAL 
Solutions of different chitosan concentrations were 
prepared and spread on paper. Total increase of 
weight was 3,5 g chitosan / 100 g paper. Mechanical 
properties such as tensile strength and folding 
endurance of modified papers were measured. All 
tested papers were stored at climatic conditions 
(temperature 23 ± 1 °C, relative humidity 49 ± 1 %) 
before mechanical properties were measured.  

Stability of treatment was studied by thermal 
accelerated ageing. Untreated and treated papers were 
aged at temperature 105 °C for 12 days. 

Morphology of films created on the surface was 
investigated. Microstructure of untreated paper is 
displayed on Figure 1a. Paper is formed of fibres and 
fine fibres. Figure 1b shows microstructure of paper 
after spreading with chitosan. Chitosan covers fibre 
structure of paper and forms colourless layer on the 
surface. 

 

 
a b 

Figure 1: Microstructure of paper, a-untreated 
paper, b- paper covered with chitosan 

III. CONCLUSIONS 
Effect of natural polymer - chitosan on properties of 
paper sheets was studied. Chitosan improves 
mechanical properties of paper. It forms a colourless 
layer on the surface. Changes of pH values were 
measured after chitosan solution application. Acidity 
of samples was changed to almost  neutral values. 
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Abstract — A detailed study of the 3D morphol-
ogy of different eutectic architectures of unmodi-
fied and Sr-modified AlSi7-12 alloys is repre-
sented by means of a new Focused Ion Beam – 
Energy Dispersive Spectroscopy (FIB-EDX) 
method. These 3D structures can be reconstructed 
from sequential 2D sectioning and subsequent 
computer imaging. Both aluminum and silicon 
phases are identified with a voxel resolution of 
~60 x 75nm2 in the image plane and ~60-300nm 
between each slice. EDX imaging is applied in 
case of very low contrast between the constituent 
phases by Scanning Electron Microscopy (SEM) in 
Secondary Electron (SE) or Back Scattering Elec-
tron (BSE) modes. The eutectic structure and the 
interconnectivity between lamellar Si are investi-
gated, as well as the morphological changes in-
duced by the addition of Sr. 

I. INTRODUCTION 
The excellent castability and mechanical proper-
ties of AlSi-alloys make them popular foundry 
alloys. These alloys can be modified and/or heat-
treated to improve their ductility [1,2].  

The morphology of these alloys depends strongly 
on the Si content as well as the casting process. As 
cast alloys contain dendritic α-grains with an eutec-
tic structure in-between formed by lamellar Si sepa-
rated by the α-phase. The Si forms initially a perco-
lating network [3] of a few µm width between the 
dendritic arms of primary α-Al consisting of several 
thin (~1-2µm) lamellae. The addition of Sr or Na 
(0.1-0.3wt.%) modifies the eutectic morphology 
into a fibrous network [3] improving both ductility 
and tensile strength of the alloy [2]. 

In order to determine the 3D architecture of dif-
ferent phases in a heterogeneous metal, X-ray 
tomography is a very attractive technique which 
enables a microstructural characterization with a 
spatial resolution close to that of an optical micro-
scope [4], if synchrotron radiation is applied. This 
technique has been mainly used for porosity de-
termination and fracture crack evolution [5,6,7], 
since voids produce very high contrast with all 
materials. The resolution of phase contrast images 

is somewhat less and has been applied to observe 
thixotropic Al-Si structures [8]. 

In this work, a tomographic Focused Ion Beam – 
Energy Dispersive Spectroscopy (FIB-EDX) method 
was performed in order to determine the architecture 
of the eutectic Si in unmodified and Sr-modified 
AlSi-alloys. In comparison with conventional X-ray 
tomography, this new technique achieves a resolution 
100-times higher, were details of some nanometres 
can be measured. Furthermore, EDX mapping can be 
performed in order to investigate components with 
very low contrast during SEM observation in SE or 
BSE modes. 

II. RESULTS & DISCUSSION 
 

Figure 1-a depicts a reconstructed three-
dimensional image obtained from 2D sectioning in 
AlSi7Sr. The fibrous morphology of the modified 
eutectic is clearly observed, showing Si fibers and 
branches of about 0.2-0.4µm in diameter and some 
micrometers in length (~3-5µm) oriented in many 
different directions. These fibers are mostly inter-
connected by nodes of some nanometers in cross 
section (~0.05-0.1µm²). The intersection of 3 dif-
ferent grains is observed in Figure 1-b, separated 
by Si-free grain boundary zones of about 1µm 
width. Grain A (See Figure 1-b) shows a long 
thick Si fiber along the grain boundary with inter-
connected Si branches growing parallel to the y-
axis. Complete interconnection and similar orien-
tation of fibrous Si is observed in the grain B, 
while Si fibers in grain C oriented are perpendicu-
lar to those of grain A and B. In this grain (C), Si 
fibers seem to be mostly interconnected but some 
distance from the grain boundary isolated short fibers 
are also observed. 

The architecture of the reconstructed eutectic Si 
in AlSi7 (Figure 1-c) is completely different from 
that of the Sr-modified version, presenting Si 
plates of about 1~3µm thickness. These plates are 
separated into two different regions (each with 
clearly preferential Si orientation), which are in-
terconnected by nodes. The connectivity between 
the Si plates corroborates the formation of a Si-
network studied in a previous work [4]. These 
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connecting nodes are much thicker (~1-4µm²) than 
those of the AlSi7Sr-alloy. Since the 3D recon-
struction  was  performed  in  a  sample  with  only 

  

 
 

 
 

 
 

Figure 1: 3D reconstruction of the eutectic Si in 
AlSi7Sr: a) whole studied region, b) union of three 

different grains; and c) AlSi7 alloy 

about 10µm in the milling direction (x-axis), the real 
size of the Si plates is not observed. A previous in-
vestigation [3] of chemically extracted Si revealed 
plates between 40-80µm long and wide. 

III. CONCLUSIONS 
High resolution 3D-observation of eutectic-Si phases 
can be performed by means of a new 3D-FIB tech-
nique, which so far could not be resolved by synchro-
tron computer tomography. The 3D-representation of 
the studied unmodified AlSi7 alloy presents a lamel-
lar Si morphology with interconnecting nodes and 
regions with almost perpendicular orientation of Si 
plates. The addition of 170ppm Sr produced full 
modification of the eutectic Si-structure into a fibrous 
morphology. The observed Si fibers seem to be 
mostly interconnected near the grain boundaries. The 
thickness of Si fibers and branches also increases 
towards the Si-free grain boundaries. 
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Abstract — The Laser Interference Metallurgy  
method allows the creation of periodic pattern of 
features with a well defined long-range order on 
surfaces in the scale of typical microstructures. By 
means of interfering laser beams of a high-power 
pulsed laser, a direct, periodical, and local heating 
through photo-thermal interaction between light 
and metal can be achieved. This work intents to 
give an overview of the different structures types 
that can be obtained in thin metallic films depend-
ing on the configuration of the samples as well the 
energy per unit area of the laser beams. The struc-
turing regimes are explained in terms of thermal 
properties of the layers 

I. INTRODUCTION 
Laser Interference Metallurgy [1, 2] is a recently 
developed method to produce periodic surfaces on 
metals with a well defined long range order from the 
sub-micrometer level up to micrometers. This 
method makes use of the interference patterns which 
are obtained when coherent laser beams are over-
lapped. The additional advantage of irradiating the 
surface of the sample with a high-power pulsed laser 
leads to a direct, periodical, and local heating of the 
metal based on photo-thermal nature mechanisms. 
Consequently, different metallurgical effects can be 
explored. 

The interference theory permits to calculate the inter-
ference patterns of multiple-coherent laser beams. 
Thus, the geometrical arrangement of the laser beams 
prior the laser interference experiments can be calcu-
lated. Moreover, the two-dimensional fast Fourier 
transformation of a desired periodical pattern permits 
to calculate the laser-beam configuration to obtain 
the pattern (inverse problem) [3]. 

In this work, it will be demonstrated that the interfer-
ence patterns employed for the laser experiments can 
be successfully calculated prior experiment. The 
structuring regimes which are obtained depending on 
the configuration of the samples (layer with the lower 
melting point on the top or bottom) will be presented. 

II. EXPERIMENTAL 
Metallic thin films were produced by physical vapour 
deposition with an Ar–ion–gun sputtering facility 
(Roth & Rau, UniLab) on a glass substrate under a 
vacuum of 10 Pa. The thickness of the films was 
monitored in-situ by a microbalance (Tectra, MTM-
10). A high power pulsed Nd:YAG laser with a wa-
velength of 266 nm, a frequency of 10 Hz and a pulse 
duration of 10 ns was employed for the laser experi-
ments. The primary laser beam was split into two or 
three beams to interfere with each other on the sam-
ple surface. One pulse was chosen in all experiments. 
All the structures shown in this paper were produced 
in air at room temperature. The samples were imaged 
with a high-resolution scanning electron microscope 
(SEM) at 5 kV acceleration voltage.  

III. RESULTS AND DISCUSSION 

A. INTERFERENCE THEORY 
Under the assumption of plane waves, the total elec-
tric field (E) of the interference pattern can be ob-
tained by the superposition of each individual “i” 
beam:  
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where Ei0 is the amplitude of the electric field of the 
i-beam; αi is the angle between the beam direction 
and the vertical direction perpendicular to the inter-
ference plane; βi is the angle between the projection 
of the beam on to the interference plane and the x-
direction; and k is the wave-number:  

λπ /2=k              (2) 

where λ denotes the wave length of the beam. 

The intensity of the overlapped beams is given by: 

,
2

20 EcI ε
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where c is the speed of light and ε0 the permittivity of 
free space. 

Two-beam interference (n=2, Fig 1d) produces a  
linear pattern (see Fig. 1c). Three-beam interference 
(n=3, Fig 1e) produces different 2-D arrays depend-
ing on the magnitude of the electric-field of each 
individual. For the symmetric configuration (E01= E02 
=E03; α1= α2= α3; β1=0, β2=2/3π, β3=-2/3π) a hex-
agonal dot-type pattern is obtained (Fig. 1b). How-
ever if the intensity of each laser beam is not the 
same(E01= E02 = 1/3E03), a combination of the line 
type with the dot-type pattern is obtained (Fig. 1a). 

 
Figure 1. (a) Surface topography obtained using 3 
laser-beams arranged in symmetrical configuration 
and an intensity ratio of 100:33:33 (sample 
Fe(top)/Al(bottom)). (b) Hexagonal lattice structure 
with defined removal of material at the interference 
maxima (sample Cu(top)/Al(bottom)). (c) Al-Fe 
micro pattern obtained by local periodic removal of 
the upper layer (Al) at the interference maxima posi-
tions (sample Al(top)/Fe(bottom). (d) three and (e) 
two beams configuration. 

B.  STRUCTURING OF THIN-METALLIC FILMS 
 
In the case of thin metallic films [4, 5], according to 
the laser fluence (energy per unit area) and depend-
ing on the configuration of the samples, different 
topography regimes can be obtained. Each to-
pographic regime is characterized by a different 
structuring mechanism. If the metal with the higher 
melting point is placed at the top of the samples, two 
topography types can be obtained. At lower laser 
fluences, only the lower layer is molten and the struc-
turing is produced by liquid flow of the molten mate-
rial of the lower layer towards the maxima of energy 
without removal of material (Fig. 1.a). The flow of 
molten material is produced by a pressure gradient 

during resolidification. If the laser fluence is in-
creased, both layers are molten at the interference 
peaks. Next, the molten metal is removed obtaining a 
large structure height (Fig. 2.b). 

In the second case, if the metal with the lower melt-
ing point is placed at the top of the sample, three 
different topography regimes are presented depend-
ing on the laser fluence [6, 7]. The first topography 
type occurs without removal of material at the inter-
ference maxima and is caused by local thermal dila-
tation of the metallic layer during the laser heating. If 
the laser fluence is high enough so that the upper 
layer reaches its melting point, the upper layer is 
removed at the interference maxima but the second 
layer remains in the solid state (Fig. 2.c). At higher 
laser fluences, both layers are molten resulting in a 
3rd topographic type. It means that not only the sha-
pe of the periodical structures depends on the laser 
but also on the layer configuration. Moreover, the 
formation of long ordered intermetallic phases can be 
explored obtaining a composite material [6, 8]. 

The presented method opens the door to a big num-
ber of possible applications in the field of surface 
engineering. For example, the production of bio-
compatible surfaces for implants [9], improvement of 
the absorption of solar cells [10], and the modulation 
of friction and wear resistance of surfaces [11]. 
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Abstract — Aim of the presented work was to 
develop a synthetic protocol to obtain MTMS based 
monolithic capillary columns. Synthetic protocols 
based on basic and on acidic catalysed sol-gel 
reaction have been developed so far. Several 
influential parameters as temperature, reactionary 
mixture composition, catalyst concentration and 
ageing procedures have been examined. 
Morphological characteristics were studied by 
scanning electron microscopy and nitrogen 
adsorption. Results for the acidic hydrolysis 
protocols have shown that the obtained 
morphological features are strongly influenced by 
the mentioned synthetic parameters. 

I. INTRODUCTION 
The development of new analytical methods is 

driven by both, new achievements in instrumentation, 
analytical methodology and the development of new 
materials. One of the areas of research where this has 
become most evident is the general trend of 
miniaturisation which has also had great impact on 
analytical separation techniques and lead to an 
increased importance of micro-high performance-
liquid chromatography (µ-HPLC), micro-capillary 
electrophoresis (µ-CE) and capillary 
electrochromatography (CEC). Reduced sample 
amount and solvent use are the main advantages of 
miniaturised separation techniques as well as being 
ideally compatible with electrospray-mass 
spectrometric detection [1-3].  

One of the most interesting new materials for 
(miniaturised) capillary chromatography are 
monolithic stationary phases. These are characterised 
by a high macroporosity which leads to excellent 
flow properties (low column back pressure even at 
flow rates up to ten times higher than typically used 
in packed column chromatography) while offering 
excellent or even superior separation performance 
when compared to packed columns of equivalent 
particle diameter as a consequence of their meso- and 
microporous structure.  

These hierarchically structured materials provide, 
in a combination of the two pore regimes, the high 

surface area as well as short diffusion pathlengths for 
the analyte molecules for optimum chromatographic 
separation. In this way, high chromatographic 
efficiency can be obtained even at high flow rates, 
inaccessible to packed columns. Further to these 
theoretical advantages, monolithic columns have the 
practical advantage of being self-supporting. They do 
thus not require end frits to keep the stationary phase 
within a confined volume which may deteriorate 
column efficiency and lead to bubble formation, as is 
particularly a problem in capillary electrophoresis 
(CE) and CEC. 

II. SYNTHESIS OF SILICA-BASED 
CAPILLARY MONOLITHS  

There are several synthetic routes to obtain 
monolithic stationary phases [4]. Producing the silica 
based monoliths directly inside a capillary (of 0.53 
mm I.D. or less) is convenient in that the monolith 
does not have to be clad in a subsequent (and very 
sophisticated) process, but it adds to the constraints 
for the synthesis of the monolith. In particular, 
shrinking of the monolithic material during and after 
synthesis has to be avoided by chemical bonding to 
the capillary wall. 

The presented work makes use of sol-gel 
synthesis, since it can be performed at room 
temperature and under very mild (even 
physiological) conditions. This synthetic route 
furthermore offers great flexibility in the choice of 
reaction parameters, and thus the ability to tailor the 
properties of the resulting product to a certain extent 
[3]. The chosen protocol [5] uses methyl-
trimethoxysilane (MTMS) as precursor, which 
ultimately leads to a methyl-silsesquioxane (Me-
SiO1.5) bulk material. 

The main advantage of this approach is that a bulk 
material is obtained that already possesses a 
hydrophobic surface. No further chemical 
modification of the bulk material (typically done by 
reaction with C8- or C18 silanes) is necessary to 
provide a surface suitable for reversed phase 
separation. Further assets of this approach are the 
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potentially higher durability of this column under 
extreme conditions (low or high pH and elevated 
temperature) and improved inertness of the column 
towards basic compounds (particularly important in 
pharmaceutical analysis) due to a reduced number of 
surface silanols. 

In brief, the reaction mixture is filled into a 0.53 
mm I.D. fused silica capillary of several cm length. 
The capillary is then sealed and put into an oven for 
gelation over night. Several parameters such as 
catalyst concentration, reaction solution composition 
and gelation temperature have been varied in order to 
study the dependence of the resulting xerogel 
morphology on them. 

III.  MORPHOLOGICAL CHARACTERISATION 
The morphology of the column materials was 

characterised by scanning electron microscopy 
(SEM) in the back-scattered electron mode on a 
JEOL 6400 instrument. This allows for a lateral 
resolution of approximately 200 nm. In addition to 
the morphological characterisation, nitrogen 
adsorption measurements [5] and liquid 
chromatographic measurements [7] have also been 
demonstrated to provide valuable information on the 
structure and physico-chemical properties of the 
materials 

IV. RESULTS 
It is currently accepted that the mechanism for the 

formation of the xerogel structure is phase separation 
occurring during the gelation process. The structure 
of the two co-continuous phases will be frozen at the 
onset of gelation. Parameters influencing the phase 
system and influencing the gelation time will 
therefore determine the resulting xerogel structure. 

Results show that most of the monolithic xerogels 
produced according to the present procedure possess 
a skeletal structure with a continuous open pore 
network. Pore- and skeletal diameters can be tailored 
by changing the parameters for synthesis 
accordingly. Pore diameters can be varied from 0.8 to 
15 µm, diameters of the xerogel network can be 
varied from 0.4 to 12 µm, respectively. Specific 
surface areas have been observed up to 340 m2/g,  
although many materials completely lack a 
considerable amount of inner surface area. The 
strong dependency of the monolith structure and 
porosity on the parameters of synthesis requires rigid 
control for reproducible results. Under these 
conditions, however, monolithic silica-based 
columns can be synthesised that have great potential 
for use in all liquid phase capillary separation 
techniques. 
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Abstract — The tin oxide thin films doped with the 
fluorine and the antimony were prepared by a spray 
pyrolysis method from SnCl2 precursor. The 
fluorine (FTO) and antimony (ATO) dopant ratio 
were varied and the lowest resistivity was founded 
for the both type of dopants. The films have 
moderate an optical transmission. The vanadium 
oxide films were dip-coated on the FTO (0,7 wt. %) 
layers. The coating solution was prepared by 
dissolving a V2O5 powder in a H2O2 solution. The 
0,5M LiClO4/PC gel electrolyte was used as a ion 
conductor layer. The vanadium oxide films showed 
a reversible multichromism (yellow ↔ green ↔ 
blue) upon Li+ ion insertion/extraction.  

I. INTRODUCTION 
The electrochromic devices can be applied in 
practice in special devices such as information 
displays, mirrors with regulated light reflectance and 
surfaces with regulated radiation “Smart windows“. 
The electrochromic materials can change their optical 
properties upon charge insertion/extraction. This 
effect is created by insertion of ions from the 
electrolyte (ion conductor) into the structure of the 
host material (electrochromic film) in the present of 
electric voltage. Electrochromic layers have 
composition of special thin films coated on glass 
substrates. The following “figure 1“ shows the 
composition of electrochromic device. 

 

 

 
Figure 1: Basic design of an electrochromic device, 
indicating transport of positive ions under the action 

of an electric field [1] 

II. EXPERIMENTAL 
Microscopic glass slides were used as substrates. The 
size of the glass support was 20 x 20 mm. 

Preparation of tin layers: 10 g  SnCl2⋅2H2O was 
dissolved in 4 ml of 15% H2O2 under agitation. This 
solution was heated at 80°C and 50 ml ethanol was 
added. The [NH4F/SnCl2] ratio by weight percentage 
in the spray liquid is kept at values of 0, 4, 7, 10 and 
13, the [SbCl3/SnCl2] ratio at 0, 0,1, 0,25, 0,4, 0,7 
and 1. Higher SbCl3 concentration has negative 
influence on film structure and the optical 
transmission is lowed [2]. The respective deposition 
temperature was 420 °C. 

Preparation of vanadium layers: 0,5 g V2O5 was 
dissolved in 30 ml of 15% H2O2. This red-brownish 
solution was very unstable and it had to be placed 
into a water-bath at 80 °C for 0,5 h [3]. It was 
obtained very viscid solution. This solution was 
diluted with distilled water in the ratio 2:1, 1:1, 1:2, 
1:3 and one part was kept neat. The glass substrates 
with FTO (7% wt.) were dipped into these solutions 
and covered with different thickness of vanadium 
layers. These samples were heat-treated in an oven at 
150 °C for 1 h and homogenous greenish films were 
obtained. 

The 0,5M LiClO4/PC polymer gel electrolyte was 
applied like the ion conductor and ion storage layer is 
represented by FTO film. 

III. RESULTS AND DISCUSSION 
It seems probable that the droplets of the solution 
evaporate immediately when they touch the 
substrate. The surface of the layer consists of small 
particles formed probably by rapid evaporation of the 
droplets. 

In the fluorine doped tin oxide films, the F- anion 
substitutes for an O2- anion in the lattice, creates 
more free electrons and decreases the value of Rsh 
[4]. The minimum value is obtained at NH4F/SnCl2 = 
7 wt.%. Increasing the value of Rsh after a specific 
level of F content probably represents a solubility 
limit of F in the tin oxide lattice.  

When Sb is added to SnO2 , Sb is incorporated into 
the Sn4+ sites of the SnO2 lattice substitutionally. In 

Ion conductor 
Ion storage film 

Transparent conductor Transparent conductor
Electrochromic film

GlassGlass 
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ATO samples, Sb is in two different oxidation states 
namely, Sb5+ and Sb3+. During the initial addition of 
Sb in tin oxide film, the Sb5+ substituted on the Sn4+ 
site act as donors and create excess electrons. At 
SbCl3/SnCl2 = 0,25 wt.%, the film reaches the 
minimum value of sheet resistance. Further addition 
of Sb introduces the Sb3+ sites, which act as 
acceptors. The Sb species would compensate the 
donor levels, which were created by the Sb species, 
leading to an increase in the Rsh [4]. 

 

Figure 2: Variation of sheet resistance with dopant 
ratio for SnO2 films 

The optical transmission of the electrochromic 
device samples was measured between 300 and 900 
nm for all. The results for sample diluted in the ratio 
1:2 and  for neat solution are shown in “figure 3 and 
4”. 

 
Figure 3: Electrochromic device with diluted V2O5 

layer in the ratio 1:2 

Figure 4: Electrochromic device with neat V2O5 layer 

Us we can see from the figures 3 and 4, the thicker 
layer lowers the optical transmission, but the 
difference between color change is stronger.  

CONCLUSION 
The fluorine and antimony dopant ratio were varied 
and the lowest resistivity were founded. For FTO is 
the best value 30 Ω/□ (F/Sn = 0,7 wt.%) and 20 Ω/□ 
(Sb/Sn = 0,25 wt.%) for ATO. The films have 
moderate optical transmission. Vanadium oxide films 
were dip-coated on FTO (0,7 wt. %) layers. Coating 
solution was prepared by dissolving V2O5 powder in 
H2O2 solution. The vanadium oxide films showed a 
reversible multichromism (yellow ↔ green ↔ blue) 
upon Li+ ion insertion/extraction. The transmittance 
modulation range can be varied by adjusting the film 
thickness.  
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Abstract - Three types of starch were used for 

the preparation of thermoplastic starch. Natural 

corn starch, modified corn starch and pre-

gelatinized corn starch. Plasticization was made 

at two temperatures - 20
0
C and 80

0
C at the con-

stant concentration of plasticizer – 30%wt. 

Thermoplastic starches were prepared in a twin 

screw extruder and afterwards polycaprolactone 

(PCL) with thermoplastic starch blends were 

prepared as well. The blends were characterized 

by mechanical properties and scanning electron 

microscopy. In further experiments, the pre-

gelatinized corn starch was plasticized in con-

centration range of plasticizer 25 – 40 %wt. and 

blended with PCL.  

  

I. INTRODUCTION 

Polycaprolactone (PCL) is linear polyester pro-

duced by ring-opening polymerization of ε-

caprolactone. It is a semicrystalline polymer 

which exhibits low glass transition temperature 

and melting point about 60-70°C. The PCL is a 

flexible polymer with high elongation at break 

and low Young modulus. Its physical properties 

and commercial availability make it very attrac-

tive, but due to its low melting point (~65°C), 

PCL is difficult to be processed by conventional 

techniques for thermoplastic materials. However, 

this difficulty can be partially overcome by 

blending of the PCL with other components, 

such as native or thermoplastic starch. Moreover, 

replacement of the expensive synthetic PCL ma-

trix with starch reduces the cost of the produced 

material and it also positively modifies its biode-

gradability. 

Thermoplastic starch (TPS) is obtained from 

native starch by simultaneous destruction of 

starch particles and plasticization with plasticizer 

under high shear forces and elevated tempera-

tures. Natural starch cannot be processed by conven-

tional plastics technology plasticizing process be-

cause degradation of starch starts at a temperature 

lower than its melting point.  

 

II. EXPERIMENTAL  

A. MATERIALS 

The polycaprolactone, having a molar mass of 

~80 000 g/mol, was supplied by SOLVAY, Warring-

ton, Great Britain under the trade name CAPA 6800. 

The native cornstarch MERITENA 100 was pro-

vided by T&L, Slovakia, WAXY maize starch and 

pre-gelatinized GEL- INSTANT starch were pro-

vided by CERESTAR, Benelux.  

 

B. EXTRUSION 

Thermoplastically processable starches (TPS) and 

PCL/TPS blends were prepared in a laboratory-scale 

LABTECH co-rotating twin screw extruder (Φ=16, 

L/d=40). The extrusion conditions, established by 

experiment, were: for TPS: temperature profile: 

100/140/150/2x160/140/140/3x130; screw speed: 

200 rpm, for PCL/TPS blends: temperature profile: 

110/120/130/140/3x150/140/120/110; screw speed: 

110 rpm. The venting zone under the vacuum pump 

was used for removing of volatile substances (pref-

erably water) from the melt at the end of the ex-

truder. Glycerol was used as plasticizer and it was 

thoroughly pre-mixed with the corn-starch powder 

before twin-screw processing. 

 

C. MECHANICAL PROPERTIES 

Tensile strength, Young modulus, elongation at 

break were measured on a Metrotest. The crosshead 

speed was 50 mm/min
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D. SCANNING ELECTRON MICROSCOPY (SEM) 

The specimens were fractured, after freezing in liq-

uid nitrogen and the morphology of the fracture 

surfaces was evaluated using a scanning electron 

microscope (Tesla BS-300). 

 

III.  RESULT AND DISCUSSION 

A. BLEND MORPHOLOGY 

In polymer blends, it is essential to study the mor-

phology of the final product since most of its prop-

erties, especially its mechanical properties, depend 

on it. In Figure 1, the SEM images of PCL/ TPS 

blends are presented. For starches, that were plasti-

cized at 20
0
C, the best melting properties as well as 

fine phase dispersion was achieved in the case of 

PCL/pre-gelatinized corn starch blend. This effect is 

probably due to the previous reduction of the crys-

tallinity of the starch. A similar morphological 

structure was observed also in the case of PCL 

blend containing modified corn starch, which was 

plasticized at a higher temperature, but blend based 

on PCL/pre-gelatinized corn starch exhibits higher 

values of elongation at break and tensile strength.   

 

Figure 1: SEMs and mechanical properties (tensile 

strength, elongation at break) of PCL/TPS blends 

with (a) natural corn starch, (b) modified corn 

starch, (c) pre-gelatinized corn starch plasticized at 

20
0
C; (d) modified corn starch plasticized at 80

0
C 

B. MECHANICAL PROPERTIES 

The changes in mechanical properties of PCL/TPS 

in dependence on the plasticizer concentration at the 

constant content of pre-gelatinized corn starch plas-

ticized at 20
0
C - 30%wt. are presented in Table 1.  

 

Glycerol 

content 

(wt.%) 

Tensile 

strength 

(MPa) 

Elongation at 

break 

(%) 

25 7.4 232.8 

30 5.9 149,4 

35 9.0 376.9 

40 16.6 618.4 

 

Table 1: The mechanical properties of PCL/TPS 

with various content of plasticizer  

 

All evaluated properties of the final blends were 

improved following the rising concentration of plas-

ticizer in starch.   

 

 IV. CONCLUSIONS 

The morphological and mechanical properties of 

PCL blends containing three types of starch plasti-

cized at two temperatures were investigated. The 

best melting properties as well as fine phase disper-

sion was achieved in the case of PCL/pre-

gelatinized corn starch blend.  

The mechanical properties of the PCL/pre-

gelatinized corn starch plasticized in concentration 

range of plasticizer 25 – 40 %wt were investigated. 

All evaluated properties of the final blends were 

improved following the concentration of plasticizer 

in starch. 

 

 

 

 

 

 

 

 

a) 

 

 
 

12 MPa, 368,1 % 

b) 

 

 
 

16,94 MPa, 519,2 % 

c) 

 
 

11,6 MPa, 383,3 % 

d) 

 
 

8,54 MPa, 279,9 % 
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Abstract – The influence of excessive grinding on selected properties of a new alpha hemihydrate and 
properties after ageing was studied. Grinding can cause lattice distortion of crystal structure of hemihydrate 

and this has influence on particle size, particle size distribution, specific surface and water adsorption ability 

thereby reactivity, water gypsum ratio, setting time, strengths. One alpha hemihydrate was used and grinded 

in a vibrating and ball mill for 5 and 15 minutes. The ageing of hemihydrate was carried out by 65 and 98% 

relative humidity.  

 

Introduction  
 

Alpha hemihydrate (α-CaSO4.0,5H2O) is produced under higher temperature and pressure in saturated 

vapour in autoclaves either as a pressed blocks or suspension or only in higher temperature in a salt or acid 

lotion. By these conditions crystallize the good shaped crystals of alpha hemihydrate in orthorhombic system 

without any lattice or surface defects. The hemihydrate is than grinded in a mill to reach required fineness. 

Intensive grinding can cause surface and lattice defects and these influence behaviour of the final product. It 

is expected that on broken surfaces and surfaces that were exposed to intensive friction is higher surface 

energy. Particles with surface charge may attract more air moisture than usually grinded particles which can 

cause change of binder phase composition, reactivity and other important properties.  

The ageing process of calciumsulphate hemihydrate was already studied by many authors, but the effect of 

deterioration originating from grinding process and its influence on ageing of hemihydrate was not studied so 

far. 

 

Material and methods 
 

An industrially produced alpha hemihydrate was used to carry out our research. It was dried first by 40°C 24 

h to replace free moisture before all measurements were carried out. The binder was grinded in two different 

laboratory mills. The vibrating mill (SCW) and ball mill (SKM) were used to additional grinding for 5 and 15 

minutes. The grinding balls affect the material mostly by gravimetrically effect and with slight friction 

whereas by grinding in a vibrating mill the leading grinding effect is caused by intensive friction between 

grinding balls and material.  

Original and grinded binder specimens were than aged by 65 and 98% relative humidity for 90 days. 

Specimens of binds were spread on plastic scales in layer max. 8mm. During ageing was measured moisture 

adsorption gravimetrically. After ageing for 1, 3, 14 and 90 days were determined changes in phase 

composition by means of wet chemical phase analyse, XRD analyse, specific surface BET, REM 

microscopy, hydration by mean of differential scanning calorimetry DSC and solubility of  a new specimens.  

 

Results and discussion 
The effect of grinding in various mills and grinding times showed higher efficiency of a ball mill on particle 

size. That confirms also results obtained from DSC. The in ball mill grinded specimens showed earlier 

reached hydration maximum and faster hydration. But the whole hydration warm is by all specimens the 

same. By ageing by 65% relative humidity were reached equilibrium moisture of specimens after 21 days and 

stayed constant. There was no effect on phase composition. The specific surface has become smaller because 
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of so-called healing effects. By the hydration showed specimens no significant changes in comparison to 

specimens before ageing. The specimens aged by 98% relative humidity did not reached equilibrium 

moisture within 90 days and the grinded specimens adsorbed much more moisture than originally alpha 

hemihydrate. Also phase composition has changed remarkable as secondary dihydrate appeared in a large 

scale in all specimens. The higher fineness of specimen more newly hydrated dihydrate after ageing on 

particle surfaces. This caused drop of specific surface thereby reactivity. Secondary dihydrate act as a setting 

accelerator, but because of high amount of hemihydrate particles covered with dihydrate longer hydration 

time is needed as hydration is controlled by diffusion into the particles via surface layer of dihydrate with 

lower solubility than hemihydrate. 

 

Phase Vibrating mill Ball mill 
Material Properties 

Age 
αααα-HH 

SCW 5 SCW 15 SKM 5 SKM 15 

r.h.   [%] 65 98 65 98 65 98 65 98 65 98 

GV   [%] 6,5 8,4 6,1 6,7 6,1 6,7 6,8 11,7 6,8 11,9 

FF    [%] 0,9 1,1 0,2 0,8 0,1 0,9 0,9 0,8 0,9 0,8 

HH   [%] 93,7 83,3 93,1 93,1 94,4 93,7 93,9 61,3 92,8 57,8 

AIII  [%] 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 

AIIs  [%] 0,8 0,7 1,6 1,1 0,8 0,7 0,9 0,9 1,2 0,8 

Phase composition  

[%] 

DH   [%] 0,0 10,2 0,8 0,7 0,4 0,4 0,5 33,5 0,7 36,1 

Weight change during 

ageing 90 days [%] 

 
0,9 7,7 1,0 10,0 1,0 10,4 0,9 11,6 0,9 12,7 

New 0,72 0,67 0,89 0,95 1,22 

14 days 0,70 0,48 0,63 0,60 0,48 0,66 0,75 0,71 0,96 0,97 
Specific surface area 

BET [m
2
/g] 

90 days 0,59 0,57 0,62 0,62 0,75 0,51 0,66 0,41 0,99 0,57 

 

Table 1: Phase composition, specific surface and adsorption of α- hemihydrates after 90 days of ageing   
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Abstract — A numerical algorithm for solving 3-D 
constitutive equations for shape memory alloys is 
presented in this paper. The crystal plasticity idea is 
applied and the integration of the corresponding 
constitutive equations is achieved by means of the 
retturn mapping algorithm. To model the polycrys-
tal structure of real materials, the finite element 
method is used. 24 habit planes variants are con-
sidered in each crystal grain and a selection algo-
rithm is applied to achieve consistency of transfor-
mation conditions. Preliminary calculations show 
our model’s accordance with experimental observa-
tions on a qualitative level. 

I. INTRODUCTION 
Shape memory alloys (SMA) have a unique 
capability of recovering the original shape after 
sustaining relatively large deformations. This is 
called shape memory effect when refered to the 
capability of shape recovery after deforming at low 
temperature, unloading and subsequent heating. 
However, if deformed at higher temperatures shape 
can be recovered by unloading only at constant 
temperature and this is called superelasticity. Both 
effects are attributed to a difussionless phase 
transformation called the martensitic transformation 
(MT) during which the material transforms from the 
austenite phase to the martensite phase.  

Originally, only the behaviour of SMA under 
uniaxial loading has been studied. Due to the 
complexity of mechanisms behind the MT further 
interesting behaviour was observed under multi-axial 
loading. Therefore, present interest is directed 
towards developing multi-axial material model. Here 
a model based on the crystal plasticity idea is 
presented. This idea takes advantage of the similarity 
of the crystal plasticity and MT which both involve 
shear-like mechanisms. First, the corresponding 
constitutive equations for a single crystal as proposed 
in [1] are briefly presented. Then it is shown how the 
equations can be solved for a polycrystal numerically 
by applying the return mapping algorithm and 
incorporating it into the finite element method. 
Finally, some results are presented. 

II. CONSTITUTIVE EQUATIONS 
Martensite can be formed from austenite in several 
ways, which means that various variants of 
martensite exist. The variants are identified by the 
habit plane normal and the shear direction. 24 habit 
planes have been observed experimentally in SMAs, 
so 24 variants are considered here. The resolved 
shear stress on the r-th variant may be calculated as 

 ij
r
ij

r σατ := ,   r = 1, …, 24 (1) 

where r
ijα  stands for the Schmid factor, and σij for 

the stress tensor of the crystal grain.  
Stress-induced martensite transformation starts at 

the r-th variant when the resolved shear stress at that 
variant reaches its critical value r

crτ , which is a 
material property and is assumed to depend on 
temperature and hardening [1]: 

 ( ) ( ) ( ) ∑
=

+−+=
24

1

,
i

r
rirefref

r
cr

rr
cr hTTTT γβτγτ , (2) 

where r is the shear transformation strain of the r-th 
variant, hri the hardening coeficients tensor,  is the 
temperature coefficient and Tref the reference 
temperature, for example, the room temperature. 

 If we express the transformation condition as 

 r
cr

rrF ττ −= ,  (3) 
it is obvious that Fr  0 and Fr = 0 only when 
transformation is in progress at the r-th variant. State 
where Fr >0 is physically inconsistent. 

The transformation strain component of the total 
strain of the crystal grain is calculated from 

 ∑
=

=
24

1r

rr
ij

tr
ij γαε   (4) 

and the total strain is expresed as 

 th
ij

tr
ij

el
ijij εεεε ++= . (5) 

We obtain the elastic part el
ijε  from the Hooke’s law 

and the thermal part th
ijε  from the thermal strain law. 
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III. NUMERICAL ALGORITHM 

A. RETURN MAPPING ALGORITHM (RM) 
The presented constitutive equations can be solved 
numerically step-by-step. That is, a set of variables 
{ 11,1 ,, +++ nnrn

ij Tγε } at step n+1 is calculated from a 

known state { nnrn
ij T,, ,γε } in the previous step. For 

simplicity sake we assume the temperature constant. 
First, we increase strain by a chosen increment 

1+∆ n
ijε , so 11 ++ ∆+= n

ij
n
ij

n
ij εεε  and then we apply the 

RM which consists of the following steps: 

1. Calculate a trial state by applying the 
constitutive equations, but assuming only 
elastical state, that is, setting nrtrialnr ,,1, γγ =+ . 

2. Create a set { }24101 .,..,r,Fr|Γ ,trialn
r =≥= +  

of active variants. If no such variants exist go 
on to the next step n+2. 

3. Calculate the increase of transformation strain 
1, +∆ nrγ  from the condition 01, =+nrF  for all 

active variants. At this point the so called 
Kuhn-Tucker complementarity conditions 
should be checked. However, to ensure the 
convergence of the finite element method this 
must be done later on. 

4. Update other variables inserting the calculated 
transformation strain in the constitutive 
equations. 

B. FINITE ELEMENT METHOD (FEM) 
To describe the polycrystal structure of material, 
every element in the FEM mesh represents a crystal 
grain. Its crystal lattice orientation is determined by 
randomly assigning Eulerian angles relative to the 
global coordinate system, as in [2]. 

When the RM is incorporated into the FEM we get 
a nonlinear system of equations which is solved by 
the Newton method. Jacobian requires the calculation 
of 11 / ++ ∂∂ n

ij
n
ij εσ  which can be derived analitically. 

Only after solving the FEM equations must we check 
the Kuhn-Tucker conditions. If these are not fulfilled 
the set of active variants  must be corrected and 
calculation repeated, similar as in [3]. 

IV. RESULTS 
Some preliminary calculations were made using 
material properties for a Cu-based SMA provided in 
[2]. A standalone computer program was written and 
the stress-strain response was simulated on a cube 
under uniaxial tension/compression load (Figure 1). 

 
Figure 1: Finite elements mesh and loads 

Figure 2 shows the model’s ability to capture the 
tension-compression asymmetry, which is in 
accordance with experimental observations, at least 
qualitatively. Our model also describes the basic 
temperature dependence and predicts the closed loop 
at cyclic loading. 
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Figure 2: Tension-compression asymmetry 

V. CONCLUSIONS 
The results show that our model is capable of captur-
ing some of the basic and more advanced phenomena 
that occur in SMA. However, the model still needs to 
be upgraded to take account of more effects. Fur-
thermore, experiments should be conducted to com-
pare the numerical and experimental results and to 
determine the material properties required by the 
model. 
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Abstract — Nanoparticles based on the three se-
lected lanthanides neodymium, ytterbium, and euro-
pium were prepared by a microemulsion approach 
and by controlled precipitation in the presence of 
coordinating ligands such as phosphonic acids and 
their derivatives. The effects of preparation parame-
ters including the surfactant type, counter ion, pH, 
and temperature on the particle size were investi-
gated by dynamic light scattering (DLS) and trans-
mission electron microscopy (TEM). The micro-
emulsions were found to lead to often uncontrolla-
ble particle agglomeration making this system diffi-
cult to optimize, especially at increased tempera-
ture. The use of phosphonates as growth-limiting 
ligands generally yields small and redispersible 
nanoparticles. 

I. INTRODUCTION 
Nanoparticles have conquered a wide range of re-
search fields such as surface-coatings [1] or catalysis 
[2] because of their unique properties induced by 
their electronic structure and large surface area. Pai-
red with the specific electronic structure of lantha-
nides, nanoparticles based on these rare earth metals 
or their oxides have great potential in fields of optical 
or magnetic materials and applications, e. g. as lumi-
nescent markers in immunoassays [3]. A surface 
functionalization is usually necessary if the nanopar-
ticles should be used in technological devices, and it 
is known that – because of their high stability and 
good compatibility to both organic materials and 
inorganic metal oxides – phosphonic acids and their 
esters represent ideal coupling molecules for the 
preparation of organic-inorganic materials [4]. 

We applied two different synthetic methods in the 
preparation of nanoparticles, the first one using the 
confined space of reversed micellar systems formed 
by water and one of the surfactants polyethyleneox-
ide(10)-octylphenylether (TX-100), sodium dodecyl-
sulfate (SDS), or cetyl-trimethylammonium bromide 
(CTAB) in cyclohexane. The second method involves 
the precipitation of the nanoparticles from a solution 
of the respective metal salt in the presence of differ-
ent coordinating ligands acting as capping agents 

limiting the particle growth and as surface-
functionalizing groups, e. g. β-diketones, sulfonates, 
or phosphonates. Our study focused on different 
phosphonic acid derivatives including dialkyl allyl-
phosphonate and dialkyl undecenylphosphonate, both 
containing polymerizable groups, which were pre-
pared by a Michaelis-Arbuzov reaction [5]. 

II. RESULTS AND DISCUSSION 

A. WATER-IN-OIL MICROEMULSIONS 
DLS measurements of the prepared nanoparticle 
dispersions reveal that the type of lanthanide, counter 
ion, and surfactant can have a large influence on the 
particle size (Figure 1). The two representative TEM 
micrographs displayed in Figure 2 show that this is to 
a large degree attributable to particle agglomeration 
during both the preparation and the extensive purifi-
cation procedures. This agglomeration tendency 
inevitably led to problems with the reproducibility of 
the sample particle size. However, it was possible to 
determine the following trends for increasing particle 
size in the order of: 

lanthanide ion: Eu3+  <  Yb3+  <  Nd3+ 
counter ion: acetate  <  nitrate  <  chloride 
surfactant: TX-100  <  CTAB  <  SDS 
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Figure 1: Dependence of particle size on lanthanide, 

counter ion, and surfactant type 
 
The preparation temperature was raised to 60°C in 

order to achieve higher crystallinity of the samples 
but it was not possible to obtain similar results at this 
increased preparation temperature, because here the 
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reproducibility problems were more pronounced. 
This can be explained by both the thermal destabiliza-
tion of the microemulsions (the non-ionic TX-100 
emulsion phase-separated at this temperature) and 
kinetic effects which influence the droplet exchange 
processes governing the particle growth. X-ray dif-
fraction (XRD) showed that while the particles are 
generally amorphous when prepared at room tem-
perature, a higher degree of crystallinity can be 
achieved at a higher temperature. 

 

  
Figure 2: TEM micrographs of particles obtained 
from NdCl3 using a) SDS and b) Triton X-100 

 
Increasing the pH of the microemulsion containing 

the precipitating agent ammonium hydroxide, thus 
offering an excess of precipitating agent, leads to a 
strong increase in particle size. Acidifying the lantha-
nide solution, on the other hand, was found to have 
almost no effect on the particle size. 

B. CONTROLLED PRECIPITATION 
These samples were prepared according to a proce-
dure by Wakefield et al. [6], however, using phos-
phonates as coordinating ligands which limit the 
particle growth during their precipitation. The TEM 
images displayed in Figure 3 show that small and 
well dispersible nanoparticles with a narrow size 
distribution can be obtained by this method. 

 

  
Figure 3: TEM micrographs of nanoparticles pre-

pared using a) trioctylphosphine oxide and b) phenyl-
phosphonic acid as ligand 

 
While the type of alkyl chain of the phosphonic 

acid did not have a major influence on the size of the 
obtained particles, it does affect their redispersibility 
in various solvents. The particle size was found to be 
sensitive to the concentration of the components in 
the preparation mixture. 

We observed that the use of a phosphonic acid as 
ligand generally leads to the premature formation of a 

precipitate, presumably a phosphonate salt of the 
respective lanthanide. Thus, the dialkyl esters, rather 
than the acids, were employed. The fact that these 
esters successfully stabilize the nanoparticles sug-
gests that during the precipitation they are hydrolyzed 
at the particle surface. Infrared spectroscopic meas-
urements of surface modified materials revealed that 
the phosphonates are bound to the surface in a triden-
tate fashion with a delocalization of the π-electrons. 

This preparation method provides quite a simple 
way for the in-situ surface modification of nanoparti-
cles with the possibility to introduce various func-
tionalities such as polymerizable groups via the phos-
phonate. It is feasible to use these functionalities for 
the incorporation of the modified nanoparticles in 
organic matrices, thus yielding inorganic-organic 
nanocomposites. 
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Abstract — The dependence of the physical prop-
erties of the bulk magnetic materials is a well-
known phenomenon. The interest in this field is 
focused on low-dimensional ordered systems of 
materials with nanometer-size particles, which 
exhibit novel electronic, optical, magnetic, chemical 
and bio-medical properties. In this paper we report 
on the preparation of well ordered Langmuir-
Blodgett films of γ-Fe2O3 nanoparticles with a 
mean size of 10nm. Arrangement and homogeneity 
were confirmed by scanning electron microscopy as 
well as atomic force microscopy. Magnetic proper-
ties were measured by the magneto-optical Kerr 
effect 

I. INTRODUCTION 
The construction of novel nanostructured materials 
attracts much attention in materials research due to 
potential applications in electronics, optics and mag-
netism. Physical properties of materials are in this 
case determined only by three parameters: the size of 
particles, their composition and topology of the sys-
tem. The choice of technology used for organization 
of the system is thus important from the point of 
view of macroscopic properties. Preparation and 
processing of fine magnetic nanoparticles (NPs) is 
motivated for the last several decades by their variety 
of applications, such as ferrofluids [1], data storage 
[2], and medicine [3]. A major basic scientific inter-
est in small magnetic particles has focused on studies 
of the magnetic properties of single-domain magnetic 
particle assemblies [4].  

We present the formation of ordered arrays of fer-
rite NPs by means of the Langmuir-Blodgett tech-
nology whose superior property wells in the capabil-
ity of depositing a defined number of monolayers 
(layer-by-layer) at ambient temperature. 

II. LB FILM PREPARATION 
The Langmuir-Blodgett (LB) technique has been 

used to produce two-dimensional arrays of organi-
cally functionalized NPs of γ-ferrite (maghemite) 
approx. 10 nm in diameter encapsulated in oleic acid 
envelope [5]. The NPs dissolved in chloroform were 
added onto the water surface. After evaporation of 

the volatile solvent the particles spontaneously 
formed a Langmuir monolayer at the air/water inter-
face. The π-A isotherm proved suitable stability of 
the monolayer as far as 30 mN/m which corresponds 
to a solid 2-dimensional state. The limiting area per a 
nanoparticle was about 100 nm2, which is in good 
agreement with a SEM figure. 

For preparation of defect-free NP layers it was 
necessary to hydrophobize the substrate (silicon 
wafer) surface. The formation of self-assembled 1-
hexadecane thiol monomolecular film on an evapo-
rated gold layer was carried out for this purpose (Fig. 
1). Alternatively, a silanized silicon wafer was used 
as a substrate for magneto-optical measurements. 
The transfer of the monolayer onto a solid substrate 
was performed in a LB trough by vertical dipping at 
surface pressure of 10 mN/m. Two types of 
monolayer were used: pure NPs and NPs—stearic 
acid mixture. 

 

Figure 1: Sketch of the NP layer structure 

III. EXPERIMENTS 
For measurement of physical and structural prop-

erties of planar array of magnetic NPs were used 
various surface analysis techniques. 

A. MAGNETO-OPTICAL KERR EFFECT 
The respective in-plane magnetization component 

causes a rotation of the polarization plane combined 
with a change in the ellipticity which can easily be 
detected by the polarizing microscope (analyzer). 
Due to variation of the magnetic field strength it is 
possible to measure the magnetization reversal dur-
ing a hysteresis cycle. 

 As revealed by the magnetization curves 
measured by following longitudinal MO Kerr effect 
the films deposited on silanized silicon behave as 
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superparamagnetic at room temperature: they do not 
exhibit a significant hysteresis. 

 

Figure 2: Hysteresis measured by MOKE. 

B. SCANNING ELECTRON MICROSCOPY 
Scanning electron microscopy (SEM) provides ideal 
opportunity to order observation of conductive NPs 
in planar isolating matrix. The SEM measurement 
confirms homogeneity of the particle coating of all 
samples. All specimens exhibit low density of defects 
of the monolayer, local defect is induced by the sur-
face roughness (see Fig. 3). Particle mean-size is 
estimated 10±2nm. 

At the specimen with silanized surface the islands 
of deposited particles have short range order as 
shown in Fig. 3 in the insert (2-dimensional fast 
Fourier transform (FFT) calculation). 

 

 

 

Figure 3: Scanning electron microscope images. 
High homogeneity and short range order is ob-

servable (2D FFT is shown in the insert). 

C. ATOMIC FORCE MICROSCOPY 
Atomic force microscopy (AFM) provides additional 
information about arrangement of particles onto the 
surface. AFM measurement (see Fig. 4) exhibit 
minimal surface roughness and defect distribution. 
The height of surface undulations is quantized (one 
step is approx. 4 nm) and is caused by scanning 
across different number of deposited layers onto the 
substrate. 

 

Figure 4: AFM image of specimen surface.  

IV. SUMMARY 
Two-dimensional systems of γ-ferrite NPs were 
prepared by the LB technique. The magneto-optical 
Kerr effect measurements confirm a superparamag-
netic behaviour at room temperature. SEM as well as 
AFM confirmed homogeneity of the distribution for 
various deposition conditions and observed the short-
range order in the NPs arrays. 
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Abstract — The objective of this contribution was to 
synthesize and evaluate properties of the ternary 
copolyamides based on ε-caprolactam, CL, with 
suitable comonomers containing nitrogen in their 
molecules. As comonomers ε-caprolactam and the 
nylon salt from adipic acid and diethylenetriamine, 
ADETA, and the nylon salt from adipic acid and 
hexamethylenediamine, AH were used. 

 For this purpose a serie of differrent 
ternary copolyamides was synthesized according 
to five-level three-factor experimental design. 
Amount of low molecular compounds, LMC, and 
relative viscosities, ηr , of these copolyamides were 
determined and evaluated as a dependance of the 
copolyamide composition. 
 

I. INTRODUCTION 

Copolyamides based on ε-caprolactam, CL, (as 
additives for poly-ε-caprolactam) have a great ad-
vantage: good compatibility with homopolymer PA 
6 what assures good processability of blends and 
properties of blend fibres as well [1]. 

Using comonomers with certain polar atom or 
group like oxygen, nitrogen etc. copolyamides 
with these atoms or groups in their macromole-
cules can be prepared and they are able to form 
bonds with other polar molecules such as water, 
dyestuffs and to improve their sorption and fixa-
tion so the sorption of water vapour and dyestuffs 
as well could be better [2]. Higher water sorption 
and formation of conductive system avoid to 
charge a copolymer to a great extent. Nylon salts 
as comonomers can function as polymerization 
accelerator so the poly (addition-condensation) 
reaction time tr can be strongly lower than this for 
preparation of homopolymer poly-ε-caprolactam 
[3].  
Lower („damaged“) spatial regularity in copoly-
amide in comparison with homopolymer brings 
lower crystallinity and higher sorption in amor-
phous regions. 

II.  EXPERIMENTAL 

Samples were prepared by poly(addition-
condensation) reaction proceeding in melt in the N2 

atmosphere. The mixture of powdered CL, AH and 
ADETA was heated in the glass apparatus immersed 
in the thermostated oil bath. The temperature was 
raised gradually and all three components melted and 
homogenized together. A short time later the polyre-
action started (evaporation and condensation of reac-
tion water) and the viscosity of the melt was gradu-
ally increased to the temperature of 270 °C at the end 
of reaction time. Compositions of copolyamides 
prepared are in table 1. 
    

Amount of comonomers [wt. %] Sample 

AH ADETA CL 

1 9,40 6,66 83,94 

2 14,21 1,85 83,94 

3 27,09 19,19 53,73 

4 40,95 5,32 53,73 

5 3,45 31,03 65,52 

6 39,65 4,41 55,94 

7 4,10 0,90 95,00 

8 41,00 9,00 50,00 

9 28,27 6,21 65,52 
10 28,27 6,21 65,52 

11 28,27 6,21 65,52 

12 28,27 6,21 65,52 

13 28,27 6,21 65,52 

 
Table 1. Composition of copolyamides according 
              to experimental design 
 
The melt of copolyamide was poured onto the metal 
plate, cut into granules and extracted 2 h in boiling 
water. This extraction was used for determination of 
LMC amount. The relative viscosity value, ηr = η/η0, 
(0.5 g of extracted copolymer solution) in 96 % 
sulfuric acid was determined viscosimetrically. 
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III.  RESULTS 

 

 
Table 2. Content of low molecular compounds 

 
 
 
 

 
Table 3. Relative viscosity of polymer solutions 
 
 
 
 
 

IV.  CONCLUSION 

1. Influence of polyreaction time, tr is unambigu-
ous from the point of LMC content and relative 
viscosity as well. 
Content of LMC drops with the polyreaction time 
permanently for all samples with the polyreaction 
time, most rapidly when the weight ratio of AH salt 
to ADETA salt is approximately 9:1. 
 

2. Influence of functional comonomers i.e. AH 
and ADETA nylon salts is clear. The higher is an 
amount of AH and lower of ADETA the higher is the 
relative viscosity and the lower is the amount of 
LMC. 

 
3. Relative viscosity exhibits a dependence with a 

maximum at the polyreaction time tr = 3 h (4 h). 
Higher polyreaction time does not favorise a forma-
tion of copolyamide with higher molecular weight. 
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Content of low molecular compounds  [wt.%]    t r [h] 
 
 
Sample 

½  1  2  3 4 5 

1 18,04 13,15 10,59 10,04 9,12 8,30 

2 15,01 12,02 9,28 8,61 8,19 7,97 

3 25,40 24,60 20,52 19,32 18,57 17,63 

4 11,44 8,77 7,60 6,52 6,05 5,27 

5 40,58 34,29 33,34 31,62 31,50 30,71 

6 12,77 3,65 2,75 1,32 1,03 0,61 

7 50,02 35,22 28,95 20,82 18,74 15,59 

8 16,79 10,62 9,00 7,90 7,49 7,08 

9 16,58 9,40 4,68 3,87 3,71 2,67 

10 16,34 9,49 5,12 4,27 3,32 2,90 

11 27,63 11,35 7,69 6,58 6,13 3,66 

12 25,88 10,83 7,37 6,26 5,65 3,63 

13 20,18 11,44 7,40 6,44 5,49 3,17 

Relative viscosity ηr       t r  [h] 
 
 

Sample 
½ 1 2 3 4 5 

1 1,22 1,32 1,54 1,54 1,50 1,47 

2 1,29 1,44 1,58 1,67 1,58 1,46 

3 1,21 1,26 1,30 1,53 1,45 1,30 

4 1,24 1,35 1,45 1,56 1,55 1,42 

5 1,21 1,24 1,27 1,43 1,43 1,24 

6 1,32 1,47 1,54 1,57 1,50 1,43 

7 1,18 1,34 1,48 1,66 1,57 1,55 

8 1,26 1,31 1,38 1,58 1,53 1,31 

9 1,26 1,39 1,44 1,64 1,53 1,44 

10 1,29 1,40 1,42 1,60 1,54 1,46 

11 1,26 1,43 1,44 1,53 1,54 1,49 

12 1,30 1,44 1,44 1,55 1,51 1,51 

13 1,31 1,42 1,43 1,60 1,54 1,47 
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Abstract — We present our progress towards the 
development of photonic crystals as a resonator for 
GaAs-based quantum cascade lasers. The scope of 
the presentation concerns the development of a dry 
etching process used to define the structure. As a 
first result, reflectivity measurements are presented 
reproducing the photonic band structure. 

I. INTRODUCTION 
Quantum cascade lasers (QCLs) are semiconductor 
lasers operating in the mid infrared (MIR) region. 
Their dynamic development over the last decade 
gave rise to a variety of powerful coherent emitters 
[1]. This made QCLs interesting for real world appli-
cations, such as free space communications or 
chemical sensing [2]. Especially the latter application 
is calling for surface emitting multi-wavelength laser 
arrays which could be realized by 2D Photonic crys-
tals (PhCs). In contrast to conventional resonator 
designs like 2nd order distributed feedback gratings, 
the cavity dimensions are clearly scaled down and, 
additionally, PhCs provide advantages concerning 
threshold minimization, lowering beam divergence, 
and waveguide design freedom. Recently the first 
MIR PhC was profen to work in the InP material 
system [3]. 

Similar to the crystal structure of a solid a syn-
thetic periodic structure with a lattice constant of the 
order of the optical wavelength produces an altered 
dispersion and intriguing propagation effects appear 
in the vicinity of flat band regions. The low group 
velocity increases the photon lifetime in the resonator 
and the high photon density of states directly en-
hances the lasing transition probability. Both is im-
proving the performance of a laser. Flat band regions 
matching the 2nd order Bragg condition additionally 
allow to vertically diffract the light out of the surface. 
This is especially important for the naturally TM-
polarized laser light generated in the intersubband 
transition based QCL. 

II. FABRICATION 
PhCs are usually realized in quasi-2D slab structures 
by etching holes into the active material, which cre-
ates a periodic perturbation of the refractive index. 
To realize a structure as described above, highly 
anisotropic etching is required to reach grating depths 
as deep as the vertical waveguide. In device process-
ing [4] there is a necessity for the development of an 
adequate etching process using a reactive ion etching 
(RIE) facility. Common attempts in chlorine based 
GaAs RIE use a Cl2/Ar mixture. As it was hardly 
possible to find a regime which was free of under-
etch, we switched to use a SiCl4/N2 ambience [5]. 

Analysis of EDX spectra showed that under cer-
tain process conditions plasma chemistry leads to a 
Si containing sidewall deposition which is inert to 
chlorine chemistry and therefore allows etching of 
deep vertical structures (Figure 1). The physical 
removal of the SiNx hardmask in the etching process 
is sufficiently low to obtain an etchant-to-mask selec-
tivity up to 50:1. Due to the effect of a heavy RIE lag 
- the deterioration of etching rates in small structures 
- the depth is so far contained to approximately 5 µm. 

 

Figure 1: SEM picture of a finished and cleaved 
device. 

 

III. CHARACHTERIZATION 
As a first characterization, reflectance measurements 
were carried out and compared to calculations by C. 
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Adreani at the University Pavia, Italy (Figure 2). The 
disruptions in reflectivity which can be addressed to 
the coupling to PhC modes coincide with those ob-
tained from calculations proving that the expected 
properties were reached. 

Due to the mismatch of the reached etch depth to 
the depth required by the vertical waveguide used 
lasing was not achieved so far. Simulations show that 
the optical mode is pushed away from the active 
region into the highly absorptive lower cladding 
layer. The work is therefore now concentrated on 
further improving the etching process as well as on 
the application of a thinner vertical waveguide such 
as a surface-plasmon guide. 

 

Figure 2: The spectrum received from a reflec-
tance measurement appears as a background signal 

interrupted by resonant features. 
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Abstract — GaAs substrates were patterned using 
various patterning techniques including holo-
graphic lithography and e-beam lithography The 
patterns were transferred into the substrate using 
wet chemical and dry etching. Subsequenly, InAs 
quantum dots (QDs) were grown on the patterned  
substrates with and without a layer of strained 
InGaAs underneath. Alignment of the QDs accord-
ing to the underlying pattern is demonstrated. The 
dot density, the lateral and the size distribution was 
measured using atomic force microscopy. 

I. INTRODUCTION 
In recent years, quantum dots (QDs) have attracted 
an increasing attention due to their appealing elec-
tronic and optical properties. As they offer the ulti-
mate limit in carrier confinement with discrete 
atomic like energy states they gave rise to novel 
optoelectronic device applications mainly situated in 
the near- and far-infrared region. QDs can be grown 
in a self-assembled growth mode using material 
systems with a different lattice constant such as 
Si/Ge or In(Ga)As/GaAs. However, QDs grown 
using this Stranski-Krastanow growth mode usually 
show an undesired fluctuation in size and density. 
Especially for device applications it would be desir-
able to have more control over the size and the den-
sity of the QDs and to have control over the lateral 
position of the QDs on the substrate. The growth of 
QDs on patterned substrates has already shown 
promising results [1, 2, 3, 4]. Among the lithographic 
techniques for pattern preparation, the most common 
is electron beam lithography followed by either 
plasma enhanced or wet chemical etching [5, 6]. In 
the following, we investigate three methods for pat-
tern preparation. Holographic lithography, focused 
ion beam (FIB) assisted substrate preparation and e-
beam lithography. Holographic lithography was 
studied because it provides an easy and efficient way 
to create nanosized patterns over large areas. Also the 
setup is very flexible and the pattern spacing can be 
varied over a large range. FIB pattern preparation has 
the advantage that no lithography is needed and thus 
contamination of the substrate coming from the resist 

and other chemicals used in processing can be 
avoided. 

 

II. PATTERN PREPARATION 

A. LASER HOLOGRAPHY 
For laser holography a He-Cd laser at a wavelength 
of 325 nm was used as an ultraviolet (UV) light 
source. After coating the GaAs substrate with photo-
resist it was then exposed in a holographic apparatus 
twice, with the sample rotated 90  after the first 
exposure. The nano-scale grid patterns were then 
transferred onto the GaAs using wet chemical etch-
ing or dry etching. Patterns with a pitch as small as 
180nm could be realised. The pattern depths range 
from 20 nm to 30 nm. 

B. FOCUSED ION BEAM  
Maskless patterning of GaAs substrates with ion 
beams focused to nanometer diameters for subse-
quent MBE overgrowth has been investigated. Using 
a focused ion beam offers the advantage that the 
patterns can be written directly onto the substrate and 
no lithographic processing is needed. The focused 
ion beam experiments were performed with a Mic-
rion 2500 FIB system using 50 keV Ga+ ions The 
depth and diameter of the holes are determined by 
the dwell time, that is how long the to be sputtered 
holes are exposed to the ion beam. With this tech-
nique patterns with different periods can be realised 
very easily. Patterns with a pitch as small as 200nm 
and a depth of the sputtered holes of 30nm are dem-
onstrated. 
 

C. E-BEAM LITHOGRAPHY 
GaAs substrates were also patterned using e-beam 
lithography. As a resist the ZEP7000-22 was used 
with a thickness of 100 nm. Dot arrays with various 
diameters and pitches were created, whereas the 
smallest has a pitch of 100 nm and a hole diameter of 
40nm. Afterwards, the substrates were dry etched 
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with a RIE Plasmalab 100 using Argon plasma. The 
etch depths were between 30 and 50 nm. 

III. OVERGROWTH 
Before overgrowth the patterned substrates were 
cleaned thoroughly using solvents. Any residual 
resist was removed in an oxygen plasma. Afterwards 
an HCl dip was performed followed by a rinse under 
DI water. The patterned substrates were then inserted 
into the molecular beam epitaxy (MBE) chamber and 
oxide was thermally removed under an As4 overpres-
sure.  In situ reflection high energy electron diffrac-
tion (RHEED) was used to monitor the substrate 
surface.  For the atomic force microscopy (AFM) 
measurements performed on the sample, a Digital 
Instruments Dimension 3100 atomic force micro-
scope operated in tapping mode has been used. The 
result can be seen in Figure 1. Although, the original 
depth of the pattern has been reduced during over-
growth the alignment of the QDs to the underlying 
pattern is clearly visible. Furthermore, it is noticeable 
that the QDs are located not in the holes but at the 
local maxima of the pattern, which is explained in the 
following. In a coherent compressively strained film, 
the three-dimensional pattern creates a region of 
tensile stress at the local maxima and compressive 
stress at the local minima. Thickness and composi-
tion of this layer are crucial for avoiding film relaxa-
tion while still transferring the strain from the In-
GaAs layer to the GaAs buffer layer above, because 
the GaAs buffer is locally under tensile strain (larger 
lattice parameter) and thus it is energetically favor-
able for the InAs QDs to form there. This strain gra-
dient creates a lower barrier to InAs QD nucleation 
closely matching the pattern. 

 

 

 

 

 

Figure 1: 3µm*3µm AFM micrograph of a pat-
terned substrate overgrown with 20nm InGaAs, 

10nm GaAs and 0.495 nm InAs. The pattern with 
a period of 230 nm was created using holographic 

lithography. 
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Abstract — The disadvanteges of materials, 

which are currently used in orthopedic surgery 

have led to the development of new synthetic 

biocompatible and biodegradable materials. 

For the fabrication of a cellular implant Rapid 

Prototyping is the method of choice, because of 

its possibility to produce 3D cellular structures 

of nearly arbitrary shape. In these investigations 

a  monomer formulation has been developed 

that achieves the requirements from both, the 

medical and the fabrication point of view.  

I. INTRODUCTION 

Autografts and allografts, tissue obtained from 

the same or another subject of the same species, 

are the standard material for tissue repair and 

substitution. Both have some serious disadvan-

tages, such as limited availability and the possi-

bility of donor site morbidity in the case of auto-

grafts and complications such as viral transmis-

sion and immunogenicity in the case of allografts. 

To overcome these drawbacks new synthetic 

biocompatible and biodegradable materials have 

been developed.  

Rapid Prototyping is a computerized fabrica-

tion technique that offers the possibility to pro-

duce highly complex three-dimensional objects 

out of photocurable liquids by radical polymeri-

zation. In our present project we aim at the devel-

opment of such acrylate-based formulations for 

cellular implants. Figure 1 describes the planned 

overall pathway towards cellular biocompatible 

bone replacement materials. 

II. RESULTS AND DISCUSSION 

Degradable polymers that are already in clinical 

use are usually based on polyesters such as poly 

(ε-caprolactone) or poly(α-hydroxy acids) (e.g. 

copolymers of lactic and glycolic acid). These 

polyesters cannot be used in the case of larger 

defects, e.g. after removal of a bone tumor, be-

cause of their hydrolytic degradation, which 

causes quite fast loss in mechanical strength. 

Moreover, the locally high concentration of free 

acids can result in tissue necrosis.  

To overcome the problem of uncontrolled hy-

drolytic cleavage of ester containing monomers, 

biodegradability is introduced by acrylamide-

based crosslinkers that can be cleaved enzymati-

cally in vivo. Compared to the polyesters, which 

can only be processed by solvent or melt tech-

niques, only acrylate or acrylamide-based formu-

lations are suitable for fast and UV-controlled 

curing using Rapid Prototyping. 

 

Figure 1: pathway towards bone replacement material 
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To tune the material properties regarding proc-

essability, biocompatibility as well as mechanical 

and degradation properties several components 

such as a basic crosslinker, reactive diluents, 

fillers and initiators have been considered.  

A methacrylamide modified gelatin hydrolysate 

with additional moieties for improved organo-

solubility can be used as basic crosslinker, which 

should also support the attachment and prolifera-

tion of bone building cells.  

Processing properties of the formulation and 

the network density of the polymer can be tuned 

by reactive diluents. A variety of commercially 

available photocurable monomers were tested 

concerning biocompatibility (cell seeding ex-

periments with MG63 osteoblast-like cells), reac-

tivity (Photo Differential Scanning Calorimetrie) 

and mechanical properties (Dynamical Mechani-

cal Analysis and Bending Strength Test). Diiso-

butylacrylamide, trimethylolpropanetriacrylate 

and urethanedimethacrylate seem to be quite 

promising candedates due to their good results in 

all criteria. 

The photoinitiating system consisting of cam-

phorquinone and N,N-dimethylamino- benzoic 

acid ethyl ester was selected for the preparation 

of test specimens for the biocompatiblity tests of 

the monomers because of its known biocompati-

bility [1]. To tune the absorption characteristics, 

bisacylphosphine oxides and hydroxyalkylphe-

nones as well as the new 1,5-diphenyl-1,4-diyn-

3-one [2] were also found to be excellently suit-

able.  

Soluble filler materials like poly(vinyl alcohol) 

or cellulose acetate butyrate showed apropriate 

biocompatibility and can be applied to tune the 

viscosity for an optimum resolution of the stereo-

lithographic shaping process. Inorganic fillers 

such as hydroxyapatite and β-

tricalciumphosphate have already been described 

to be osteoconductive [3] and can be used to 

improve the mechanical properties of the poly-

mer. 

Three-dimensional structures were prepared by 

molding techniques using organo-soluble molds 

[4] and by direct printing using Direct Light Pro-

jection, Microstereolithography or Two Photon 

Absorption (Figure 2). 

  

  

Figure 2: biocompatible structures prepared (a) 

from an organosoluble mold; (b) by Direct 

Light Projection; (c) by Microstereolithogra-

phy and (d) by Two Photon Absorption 
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Abstract — Good corrosion protection of 
prestressed structures is essential for structural 
integrity and long-term durability. Grout is the 
last but most important corrosion protection layer 
in prestressed structures. With correct materials, 
good design and high-quality installation of grout 
it is possible to minimize the risk of corrosion. 
Within this paper the influence of different admix-
tures on physical and mechanical grout properties 
and in the end on corrosion protection effective-
ness of selected grouts, for the application in post-
tensioned structures are researched.

I. INTRODUCTION 
The main aim of construction engineers today is not 
only to make structures functional and aesthetic but 
to make them reliable for a long period of time. 
Prestressed concrete is one of the most widely used 
structural materials because it offers good durability 
properties, a range of engineering solutions and a 
variety of aesthetic opportunities. In past few decades 
inspections have shown that corrosion is one of the 
main reasons for deterioration of prestressed struc-
tures. Corrosion protection of post-tensioning sys-
tems can be provided by six possible levels according 
to the system details [1], as shown in Figure 1. 

 
Figure 1: Levels of corrosion protection 

Grout is the last but most important corrosion pro-
tection layer in prestressed structures. With correct 
materials, good design and high-quality installation 
of grout it is possible to minimize the risk of corro-
sion. The main role of grout is to fill the holes be-
tween protective duct and prestressing strand and to 
suppress the flow of water and chloride ions. 

Within this paper the influence of different admix-
tures on physical and mechanical grout properties 
and in the end on corrosion protection effectiveness 
of selected grouts, for the application in post-
tensioned structures are researched. The main goal of 
the project was to evaluate the influence of different 
admixtures on behaviour of grouts for prestressed 
tendons and to design an optimum grout, grout that 
combines desirable fresh properties along with good 
corrosion protection. [2] 

II. EXPERIMENTAL PROGRAM 

A. MATERIALS 
Grout for bonded post-tensioning is a combination of 
Portland cement and water, along with different 
admixtures needed to obtain required properties. Two 
types of cement have been used: 
1. PC 30z 45S – Portland Cement 30% slag, Class 

45, slow hydratation 
2. PC 45B – Portland Cement Class 45, without 

slag, fast hydratation. 
Water/cement ratio was varied from 0.35 to 0.44. 

Admixtures used in grouts preparation are listed in 
Table 1. 
 

Admixtures Producer Name 
Degussa Glenium 50  Superplasticizer Sika Viscocrete–20 HE 
Degussa Stabilmac 
Sika Intraplast- A 
KGK Tricosal  Expansive 

TKK Injektin 
 Anti-bleeding Sika Intracrete 

Sika Ferrogard 901  Inhibitor Cortec MCI 2007 

Table 1: Admixture used in grout mixtures 

B. TESTING 
Different grout mix designs for prestressed tendons 
with various admixtures were tested
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according to European standards EN 445, 446, 447 
for grouting, to define their behaviour in fresh and 
hardened state. Properties tested, methods and 
acceptance criteria are given in Table 2. 

 

Property Test method 
EN 445: 1996 

Criteria 
EN 447: 1996

 Flowability Flow cone test < 25 s
 Bleeding 100 mL cylinder < 2% 

 Volume change Can method >-1% 
<+5% 

 Compressive 
strength Prism 4×4×16 cm >30 MPa 

Table 2: Grout performance specification 

On the basis of these results best grout designs 
were selected for accelerated corrosion testing, as 
listed in Table 3. 
 
No w/c Admixtures 
1 0.44 - 
2 0.40 1% Intraplast–A, 2% Intracrete 
3 0.35 0,35% Viscocrete 
4 0.40 0,18% MCI 2007, 1% Intraplast–A
5 0.40 0,2% Glenium 51, 1% Stabilmac 

Table 3: Selected grouts for corrosion testing 

Accelerated corrosion testing was performed on 
grout specimens with embedded prestressing rebar. 
Setup for accelerated corrosion is shown in Figure 
2. 

 
Figure 2: Setup for accelerated corrosion test 

Corrosion of prestressing steel in grout speci-
mens was evaluated by impressing 10 V anodic 
potential for acceleration of corrosion. The effec-
tiveness of the inhibitors and admixtures added to 
grout was evaluated by measuring corrosion poten-
tials, current vs. time and time-to-cracking of the 
grout specimens [3]. 

C. RESULTS 
Compressive strength was satisfied by all grout 
mixtures, but on the other hand very few grout 

mixtures met all three requirements according EN 
447 for fresh property. Grout mixtures listed in 
Table 3 met all requirements and are considered to 
be designs for optimum grouts. 

Corrosion testing have shown that specimens 2, 
3, 4 have best corrosion protection properties. 
Typical curve of corrosion current vs. time is 
shown in Figure 3. 

 

Figure 3: Curve of corrosion current vs. time 

D. CONCLUSIONS 
On the basis of performed testing following con-
clusions can be given:  
− superplastizicer is necessary for lower w/c, but 

they increase bleeding; 

− silica fume reduced bleeding, but decrease 
fluidity; 

− volume change requirement is fulfilled only 
with addition of expansive admixture; 

− for corrosion protection effective grout the use 
of admixtures and inhibitors is inevitable. 

Testing of the high-performance grout is neces-
sary to determine suitability as well as for quality 
assurance/quality control in the field.  
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Abstract — On the basis of ab-initio calculations employing
density functional theory (DFT) we investigate half metallic fer-
romagnetism in zinc-blende and wurtzite compounds composed
of group I/II metals as cations and group V elements as anions
as well as the effect of transition metal substitution in cuprous
oxide Cu2O. For the first class of compounds we find that the
formation of ferromagentic order requires large cell volumes,
high ionicity and a slight hybridization of anion p and cation d
states around the Fermi energy. For the second class of com-
pounds we find magnetic order at the transition metals in these
otherwise strongly correlated electron compounds.

The application of magnetically doped semiconduc-
tors in opto-electronic and spin-electronic devices as well
as in quantum computing will have a tremendous scien-
tific and technological importance for the future years.
The aim of our project is thus to understand and to predict
new materials and novel phenomena for nanomagnetism
and spinelectronics. Our approach relies on calculations
of the electronic and magnetic structure based on the den-
sity functional formalism, various codes like the ASW,
FP-LMTO, LMTO-CPA, and VASP are used. Our in-
vestigation concentrates on the so called ”new” materials
like the most recently discovered magnetic phases of Ca
with a group-V element like CaAs [1] as well as Mn, Fe,
Co, and Ni doped Cu2O [2].

We first investigated the stability of CaAs, the pro-
totype [3] of the so-called half-metallic-ferromagnets
(HMF) of this type, considering several structures,
e.g. zinc-blende (ZB), wurtzite (WZ), sodium chlo-
ride (NaCl) and the experimentally found structure NaO
(P62m). For this purpose the FLAIR code has been used
[4]. Our calculated lattice constant for the true ground
state (NaO) with a=15.03 bohr and a/c=1.326 (fixed)
is in good agreement with the experimental values of
a=14.84(2) and c=11.19. Furthermore we found out that
the ground state of CaAs determined experimentally is
energetically rather far away from the structures which
are expected to exhibit HMF (≈ 1.4 eV/f.u.). However,
since e.g. CrAs and CrSb have already been prepared
successfully in the ZB structure even though it is not their
equilibrium crystal structure, also for CaAs (or other iso-
electronic compounds) a preparation as a thin film on a
substrate may be possible.
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Figure 1: Band structure of ZB-CaAs for both spin chan-
nels. A half filled, extremely flat band is present at the
Fermi energy.

All ZB compounds composed of group I/II elements
as cations and group V elements as anions investigated
combine two key features, namely a relatively wide
band-gap of approximately 2 eV present in both spin
channels, and a ferromagnetic ground state with an in-
teger magnetic moment obeying a simple|8 − n| rule,
n being the total number of valence electrons. The large
difference in electronegativity between the constituent el-
ements leeds to a charge transfer causing a gap between
occupied bands having predominantly p character and
empty bands with s and/or d character. The band struc-
ture for CaAs as one representative is plotted in Fig. 2,
most interesting is the uppermost occupied band being
almost dispersionless. This flatness is caused - amongst
others - by the relatively large lattice constant of these
compounds (between 9.15 bohr for MgN and 15.37 bohr
for BaSb). For the representatives having cations with
empty d-bands in the energetic proximity of the Fermi
energy (e.g. Ca, Sr, Ba), additionally a curious anion-p –
cation-d hybridization occurs, which further reduces the
dispersion of the so-called flat band. All compounds in-
vestigated exhibit a well localized magnetic moment pro-
portional to the number of holes in the almost atomiclike
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anion p-band. A systematic study of these compounds
showed that the origin of this p-electron magnetism can
be understood in terms of the Stoner-criterion, which pre-
dicts instabilities towards magnetism due to the high den-
sity of states at the Fermi energy in the hypothetical non-
magnetic state caused by the flat band. Comparisons of
the total energy between a ferromagnetic (FM) and an
antiferromagnetic (AFM) ground state - including aug-
mented spherical wave (ASW) calculations that allow for
the set up of so-called spin-spirals - in all cases showed
relatively large energy gains (between 50 meV and 220
meV) for the system to adopt the FM ground state. In
a mean field approximation also the paramagnetic Curie
temperature has been estimated, resulting in a value of
680 K for CaAs, which would be well suited for techno-
logical application.

Another highly interesting group of materials are the
oxide-based diluted magnetic semiconductors, which are
attracting increasing attention due to recent reports on
room temperature ferromagnetism in anatase TiO2 and
wurtzite ZnO doped with several transition metal ions.
We have explored a new suitable host, namely cuprous
oxide (Cu2O), which has already been prepared with a
small concentration of Mn [5, 6, 7] and Co [8] on the
copper sites. For this purpose we have used the LSDA+U
technique in combination with PAW potentials as im-
plemented in VASP [9]. Cuprous oxide (Cu2O) is a
p-type semiconducting oxide with a direct band-gap of
approximately 2.1 eV that crystallizes in a cubic struc-
ture (Pn3m, No. 224) built up from Cu atoms located on
a conventional fcc lattice and oxygens at the positions
( 1

4
,1
4
,1
4
) and (3

4
,3
4
,3
4
). The calculated gap is too small

(0.48 eV), but otherwise - due to the formally fully oc-
cupied 3d shell - one expects band theory to give good
results. We have investigated the effect of different tran-
sition metals (TM ) on the copper site, assuming a dop-
ing rate of 3.22 %. We have taken into account relax-
ations as well as correlations on the impurity site via
LDA+U, employing the LDA+U parameters U=5 eV and
J=0.95 eV, respectively. It turned out that the super-
cells TM1Cu31O16 exhibit a great variety of magnetic
ground states. Ni and Co substitution introduces stable,
integer magnetic moments per cell, and thus results in
either insulating (Co, Ni U=5 eV) or half metallic (Ni
U=0) ground states. While Fe doped Cu2O can still
be considered as a half metal, the situation is not that
clear for the Mn doped system, which exhibits strong
deviations from an integer magnetic moment when the
Hubbard parameter U is increased. For semi-metallic
Mn2Cu30O16 and insulating Co2Cu30O16 the exchange
interactions between magnetic substituents up to the fifth
nearest fcc neighbor-shell have been investigated. While
in the Mn doped compound exchange independently of
U favors an antiferromagnetic spin arrangement for all
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Figure 2: Density of states (DOS) for Co1Cu31O16 as-
suming a Hubbard U of 5.0 eV, the values are normal-
ized to the number of atoms. The insulating ground state
is also present when U is switched off.

pairs of Mn ions studied, the insulating compound ex-
hibits a stronger tendency towards ferromagnetism, es-
pecially when U is set to zero. Unfortunately, moderate
clustering can be expected in Co2Cu30O16, with near-
est neighbor Co atoms that destroy the insulating ground
state in favor of a half metallic one. Furthermore, the
magnetic interactions between Co substituents are short-
ranged, contrary to the system Mn2Cu30O16 with rather
long-ranged interactions.
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Abstract — The aim of this work was to investigate 
the effect of nanofiller Boehmite on the mechanical 
and thermo mechanical properties of 
nanocomposite fibres, namely on dependency of 
tensile strength of fibres on nanofiller content, 
Boehmite as well as on drawing ratio. Production 
of electrostatic charge on surface of the fibres was 
also investigated. The nanocomposite fibres were 
characterized using thermo - mechanical analysis 
(TMA) and Differential Scanning Calorimetry 
(DSC).  

I. INTRODUCTION 

Compounding polymeric matrix with inorganic 
materials has the interesting topic of scientific 
research and industrial application. The inorganic 
particles in the polymeric matrix can provide 
mechanical, thermal or barrier properties of the 
polymer. Most studied polymer – inorganic involve 
layered systems like clays or plate-shaped systems 
like montmorillonite, mica, kaolin and aluminium 
hydroxides. In this paper was used inorganic material 
Boehmite. [1] 

Boehmite particles are colloidal rod-like species 
with a high anisotropy. It is white to dark reddish-
brown orthorhombic mineral, AlO(OH), present in 
bauxite [2]. DISPERAL is the trade names for the 
high purity, highly dispersible, colloidal Boehmite 
alumina powders manufactured by Sasol “Figure 
1”[3]. 

II.  EXPERIMENTAL PART 

A. MATERIALS 

The materials used for preparation of the 
samples were Boehmite nanofiller, trade mark: 
Disperal OS1, Sasol (well-defined rod-shaped 
Boehmite, γ-Al

2
O

3
 and polyamide 6 (PA6) ( η = 

2,59) from Nylstar Humenne. 
 

 

Figure 1: DISPERAL OS-1 – organically modified 
Boehmite dispersed in polymer (mineral filled 
PA 6 polymer composite) [4] 

B. SAMPLE PREPARATION (PA6-DISPERAL OS1 

NANOCOMPOSITES FIBRES) 

The samples of nanocomposite PA6 / Disperal 
OS1 with various contents of nanofiller (0,5; 1,0; 
2,0; 3,0 and 5,0 wt.% ) were prepared in Freiburg 
University by melt-compounding it in a parallel 
feed twin-screw extruder of Collin.  

The nanocomposite fibres were prepared by 
spinning process in laboratory spinning machine at 
250°C. Then the prepared fibres were drawn to 
various drawing ratios (λ).  

C. DIFFERENTIAL SCANNING CALORIMETRY 

(DSC) 

The measurements were performed on Perkin 
Elmer DSC7 calorimeter. Samples of fibres were 
heated from 40°C to 250°C at a rate of 10°C/min. 
They were cooled back to 40°C at a rate of 
10°C/min, which was followed by second heating 
run with the same parameters as the first heating. 

D. TMA  – THERMAL CONTRACTION OF FIBERS 

Thermal Contractions were measured by TMA 
50 (Shimadzu). The samples were heated from 
25°C to 130°C and then cooled back.  
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E. MECHANICAL AND ELECTROSTATIC 

PROPERTIES OF NANOCOMPOSTE FIBERS  

Mechanical properties of fibres were measured 
on INSTRON machine. From received curves 
dependencies, tensile and elongation of fibres were 
calculated. 
Electrostatic properties of nanocomposite fibres 
were measured on FD 28 STAFCHARGE 
machine. 
 

III.  RESULT AND DISCUSSION 

DSC results shows that the presence of Disperal 
OS1 causes the decreasing of crystallinity (β) of 
PA6 in nanocomposite fibers “Table 1”. 

 

Table 1: Crystalinity (β) and melt enthalpy after 
first heating of PA6 – Disperal OS1 fibers with 

various content of nanofiller 

With rising contents of nanofiller an 
improvement of dimensional stability of 
unstabilized nanocomposite fibers was observed 
using TMA. The contractibility of PA6 
nanocomposite fibers decreased with increasing 
content of nanofiller.  

The nanofiller Disperal OS1 till ∼1wt.% has a 
relatively low influence on tensile strength of PA6 
nanocomposite fibres. At higher content of 
nanofiller the tensile strength was lower at all 
observed drawing ratios i.e. λ = 3, 4 and 5 “Figure 
2” and the elongations of nanocomposite fibres 
PA6, with higher content of nanofiller, over then 
1wt. %, grow up “Figure 3”. 

The effect of nanofiller Disperal OS1 on 
electrostatic properties, the increasing content of 
nanofiller in fibers causes decreasing charging but 
the unchanging of the fibers is very fast. 

 

Figure 2: Dependence of tensile strength of fibres 
on content of Boehmite (Disperal OS1) in fibres. 
 

Figure 3: Dependence of elongation (ε) of fibers on 
content of Boehmite (Disperal OS1) in fibers 
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λ =3 λ =4  λ =5 
Content 

of 
Disperal 

OS1 
(wt.%) 

β 
(%) 

∆HM  
(J/g) 

β 
(%) 

∆HM  
(J/g) 

β 
(%) 

∆HM  
(J/g) 

0,0 32,7 62,1 33,4 63,4 35,5 67,4 
0,5 32,6 61,9 32,2 61,1 35,5 67,4 
1,0 32,7 62,2 32,6 73,4 35,2 66,8 
2,0 31,4 59,7 31,7 60,2 30,4 57,8 
3,0 31,4 59,6 32,4 61,5 30,4 57,7 
5,0 28,5 54,1 35,5 67,5 29,8 56,7 
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Abstract — The present work focus on the 
investigation of the influence of hard magnetic 
ferrite fillers on the properties of rubber blends. In 
composite magnetic materials, the magnetic powder 
as well as the polymer effects the processability and 
physical properties of the final product. Magnetic 
hard fillers represent chemical compounds of metal 
oxides with strong magnetic properties, which are 
ideal for permanent magnets. 
Rubber ferrite composites containing different 
types of strontium ferrites in a rubber matrix have 
been prepared and their vulcanization, physical, 
mechanical and magnetic properties have been 
evaluated. The influence of particle size 
distribution and magnetic fillers content on 
properties of filled vulcanizates has been studied.  

I. INTRODUCTION 
Rubber ferrite composites are composite materials 
with ferromagnetic fillers as one of the 
constituents and rubber blend as polymer matrix 
[1]. Ferrites are a very well established family of 
magnetic materials. In terms of technological 
applications one may distinguish between two 
main types of ferrites, soft and hard ferrites. Soft 
magnets are materials which domain walls easily 
moved by applied magnetic fields. Those with less 
mobile domain walls are termed hard magnets [2]. 
The formula composition of magnetic hard ferrites 
can be generally represented as (MeO).(Fe2O3)6, 
where Me is divalent metal (eg. Sr, Ba, Pb of 
mixture of them) [3,4]. 
The present work reports the structural 
characteristics of four different types of strontium 
ferrites and the  influence of particle size 
distribution and magnetic fillers content on 
properties of filled vulcanizates.  

II. EXPERIMENTAL 
Four different types of strontium ferrites were used 
for preparing of ferromagnetic rubber composites. 
Strontium hexagonal ferrites SrFe12O19– Sr ferrite 
with coercitive force 112 kA/m; type FD 8/24 with 
coercitive force 105 kA/m; type FD 30/26 with 
coercitive force 131 kA/m and type D380 with 

coercitive force 137 kA/m were used as a hard 
magnetic filler. To investigation the particle size, 
porosity and surface area of ferrite fillers the method 
of mercury porosimetry was used. The standard 
rubber blend based on natural rubber SIR 20 and 
butadiene rubber SKD was used as a polymer matrix. 
A standard sulphur-based vulcanization system was 
used.  
The composite materials in concentration scale 30-50 
weight % of ferromagnetic filler were prepared by 
mixing in a laboratory mixer at 80°C and 40 rpm 
rotor speed. Prepared mixtures were vulcanised at the 
temperature 150°C (optimum cure time tc90 ) in a 
hydraulic press. The specimen thickness was 2 mm. 

III. RESULTS 
The characterization of ferromagnetic fillers 
incorporates determining of structural, physical 
and magnetic parameters of used fillers. In order 
to clarifying of structural characteristics of several 
ferromagnetic fillers surface area and porosity of 
fillers by method of mercury porosimetry were 
investigated. The structural characteristics of 
different types of strontium ferrites are shown in 
table 1. 
 

 Sr D 380 FD 30/26 FD 8/24 
Volume of pores 
>10 µm [cm3/g] 

5,01 0,05 0,03 0,14 
Total specific 
surface [m2/g] 

2,11 0,80 6,14 3,39 
Total porosity 

[%] 
72,09 59,96 59,97 67,94 

Total volume of 
pores [g/cm3] 

0,24 0,25 0,30 0,42 

 
 Table 1: Structural characteristics of 

ferromagnetic fillers 
 

Particle size distribution of different types of Sr 
ferrites are illustrate in Fig. 1.  
 

      
 

Fig. 1:  Particle size distribution of Sr ferrites 
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The vulcanization charakteristics were measuered 
at 150°C using a Rheometer Monsanto S100. 
Obtained results of the optimum cure time tc90 are 
shown in Fig. 2. Presence of ferromagnetic filler in 
rubber compound effected decreasing of optimum 
cure time tc90. With the increasing of amount of 
ferrite filler in the compounds  tc90 decreased. 
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Fig. 2:  Vulcanization characteristics of rubber 

blends with Sr ferrites filler 
 

All mechanical properties of the compounds were 
tested after vulcanization at tc90 with the TiraTest 
machine according to ISO37. The values of 
measured properties are shown in table 2. 
 

Type of 
filler 

Content 
of filler 
[w%] 

Elongation 
at break 

[%] 

Tensile 
strength 
[MPa] 

Modulus 
200% 
[MPa] 

Matrix 0 649,40 9,80 2,08 
30 341,30 12,80 7,26 
40 338,30 13,44 7,02 Sr 

ferrite 
50 206,10 7,87 7,87 
30 465,90 15,07 4,90 
40 408,80 12,35 5,21 D 380 
50 302,40 7,72 4,82 
30 403,30 12,67 5,06 
40 209,10 6,09 5,49 FD 

30/26 
50 136,30 5,49 0 
30 361,70 12,55 5,63 
40 239,20 7,76 6,12 FD 8/24 
50 231,30 9,05 7,65 

 
Table2: Mechanical properties of rubber blends 

with Sr ferrites filler 
 

From table 2 is evident, that all mechanical 
properties besides elongation at break increase 
compared with rubber blend without ferromagnetic 
filler. Elongation at break and tensile strength 
decreased with increasing amount of ferrite filler 
in composite material.  
The values of remanent magnetisation Br for 
ferromagnetic rubber composites are shown in Fig. 
3.  
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Fig. 3: The variation of remanent magnetisation Br  

with content of ferrite filler in rubber blends 
 
From obtained results is evident, that remanent 
magnetisation Br increase with increasing of 
magnetic filler content in rubber blend. The higher 
value of remanent magnetisation Br 7,9.10-2T 
accounts strontium ferrite type FD8/24 by 50% 
ferrite content in the sample was obtained. 
Composites with strontium ferrite of FD8/24 type 
showed the best magnetical and mechanical 
parameters and its incorporating into matrix was 
not difficult.    

IV. CONCLUSION 
Four different types of strontium hexagonal 
ferrites powders SrFe12O19 with the particle size in 
a range 5-50 µm were incorporated into a rubber 
matrix with loading levels 30-50 weight %. 
Results showed that the cure time decreased with 
the increasing of amount of ferrite filler in the 
compound. All studied mechanical properties 
besides elongation at break increase with filler 
content in comparison with rubber blend without 
ferromagnetic filler. The remanent magnetization 
linearly depends on the weight fraction of the 
magnetic filler in rubber blends. The changes of 
monitored properties of ferromagnetic rubber 
composites in comparison with standard rubber 
blends are acceptable for their practical 
application. 
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Abstract — The structure of Lyocell fibres was 
investigated using a fluorescence and transmission 
electron microscopy. Fluorescent dye diffusion 
measurements showed that the Lyocell fibres con-
sist of three major zones: outer semi–permeable 
skin and middle porous zone where the dye diffu-
sion occurs quickly and inner compact core where 
the dye diffusion occurs slowly. Highly resolved 
TEM micrographs showed homogenous pore distri-
bution where even fibre skin with 150 nm thickness 
becomes visible. 

I. INTRODUCTION 
Lyocell fibres are regenerated cellulose fibres pro-
duced by solvent (N–Methylmorpholine–N–Oxide) 
spinning process. Due to its excellent moisture man-
agement, Lyocell fibres possess excellent physiologi-
cal properties like high wear comfort, temperature 
control as well as smooth and cool touch. Back-
ground for these properties is the fibre nano–
structure, which is a result of a spinning process [1]. 
Since the fibre properties highly depend on an inner 
structure, it is necessary to investigate and under-
stand the structure, also develop the methods for its 
characterisation. Basis structural researches would 
supply a better understanding of the structure forma-
tion and changes during the spinning processes and 
further treatments. Classical analysis methods, such 
as water retention measurements an inverse size 
exclusion chromatography [2] could deliver quantita-
tive information about the pore structure and even the 
pore size distribution, but no information on their 
spatial distribution. Investigation results of the large 
cellulose blocks regenerated from blocks of N–
Methylmorpholine–N–Oxide solution showed a 
possible skin–core structure of the Lyocell fibres [3].  
The mayor topic of this ongoing work is to visualise 
the pore distribution in relationship with the fibres 
physical and chemical properties.  
 
 

II. EXPERIMENTAL SETUP 
For the fluorescent microscopy, the Lyocell fibers 
(1,3 dtex, 38 mm) were dyed with optical brightener 
Calcoflour (Uvitex BHT, Ciba, CH) for various dy-
ing times. The cross–sections were prepared on the 
Richter microtome after being embedded in the 2–
hydroxyethylmethacrylate resin. The dye diffusion 
was measured with microscope software [4].  
For the transmission electron microscopy, the iso-
prene was polymerized into swollen fibres and the 
samples were stained with OsO4 to achieve a re-
quired contrast. The treated fibres were embedded in 
the Epon resin and ultra–thin cross–sections were 
prepared on the Leica microtome using a diamante 
knife [5].  

III. RESULTS AND DISCUSSION 
The substantive fluorescent dye Calcoflour was used 
as a molecular probe to explore the internal pore 
structure of Lyocell fibres. Its intrusion depends on 
the time and on the structure of the pores. Fluores-
cence microscopy could deliver qualitative and semi–
quantitative information about the dye diffusion into 
different fibres.  
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Figure 1: Fluorescent dye diffusion into dried and 
never–dried Lyocell fibres 
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The experiments had shown that the never–dried 
Lyocell fibres are much more accessible to the dye 
then dried fibres (Fig.1). The intrusion of the dye 
could even reach the centre of the cross–section in 
some cases revealing a fairy open porous system, 
which collapses after first drying.  
The fluorescence microscopy observation gave a dye 
distribution profile which fits with the assumed skin–
core model [3, 4].  
The diffusion depth measurements confirm the three 
different zones in the Lyocell fibres: semi–permeable 
skin, trough which the dye diffusion occurs rapidly, 
middle open porous zone, where the dye diffusion 
also occurs quickly and the inner compact core, 
where the dye diffusion occurs very slowly. 

 
 
 
 
 
 

 
Figure 2: Fluorescence microscopy micrographs – 

left dying time 90 min; right – dying time 2880 min 
 
Highly resolved TEM micrograph (Fig. 3) showed 
that the Lyocell fibres have homogenous pore distri-
bution. In high magnification images, even a highly 
porous fibre skin with 150 nm thickness becomes 
visible, giving the first time an image of the Lyocell 
fibres structure in the wet state [5].  
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Figure 3: TEM micrograph of the Lyocell fibre – an 
OsO4 post stained cross–section [4] 

IV. CONCLUSIONS 
The approach to investigate the Lyocell fibres 
structure with fluorescence and transmission elec-
tron microscopy has been demonstrated. The re-
searches confirm that there are different zones in 
the fibre cross–section: more open outer part 
where dye diffusion occurs quickly and inner, 

more compact part, where dye diffusion occurs 
slowly. With fluorescent dye diffusion measure-
ments trough various dying times, the different 
Lyocell fibre types also could be determined [4]. 
TEM can serve as a method to visualise the pore 
structure and as a reference method to evaluate 
and explain the results of the less sophisticated 
methods, like dying techniques, applied in a rou-
tine fibre production structure analysis [5]. 

IV. OUTLOOK 
The approach of our group is to understand the 
structure of man–made cellulose fibres, influenc-
ing their physical and mechanical properties. 
Further efforts will be focused on the detailed 
analysis of the various Lyocell fibre types pro-
duced under different process parameters by fluo-
rescent dye diffusion measurements as well as 
electron microscopy.  
The obtained results will be assimilated with the 
researches based on the thermoanalytical methods 
in order to explain the physiological behaviour of 
the Lyocell fibres and the textiles made herein. 
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Abstract — New biodegradable materials used 
to treat local wounds and infections have been 
studied. The main advantage of these materials is 
their excellent biocompatibility, non-toxicity and 
controlled biodegradation without causing side-
effects [1]. On the other hand, these biopolymer 
systems can be also used as donors of cells or 
local antibiotics for tissue engineering applica-
tions. The 3D biodegradable membrane, Co-
laderm, based on the polyelectrolyte complex, as 
well as the release of local antibiotics has been 
studied. 
 

I. INTRODUCTION 
The 3D biodegradable membrane, Coladerm, is 
based on the polyelectrolyte complex consisting of 
hyaluronic acid and enzymatically treated a high-
crystallinity collagen [2], which is crosslinked by 
starch dialdehyde derivatives [3]. The application 
of the Coladerm membrane in a topic implantation 
as a synthetic skin substitute is combined with the 
risk of bacterial infection. Therefore to anticipate 
infections, it is convenient to anchor antibiotics 
into the membrane. In our case the fluoroqui-
nolone antibiotic ofloxacin was used, which is 
appropriate for treating anaerobic bacteria [4]. The 
Coladerm membrane acts as an excellent donor of 
this antibiotic. 

II. MATERIALS AND METHODS 

A. MATERIALS 
The following polymers were used for membrane 
preparation: collagen (HYPRO, clear 99,9% crys-
tallic), hyaluronic acid (CPN, microbiologically 
prepared (Streptococcus zooepidermicus), MW 
1,5. 106). The following antibiotic was used: 
Ofloxacin (SIGMA). All other chemicals were of 
analytical grade. 
  

B. COLADERM PREPARATION AND RELEASE 
STUDYING 

0.4g of ofloxacin was dissolved in 20ml of 0.5M 
CH3COOH and mixed with 3g of collagen dis-
persed in 100ml of water. 0.24g of dissolved hya-
luronic acid in 20ml of water was added. The 
complex was modified by 4.6ml of 1.3% starch 
dialdehyde solution. 
In the other experiment, 3g of collagen in 100ml 
of water was mixed with 20ml of 0.5M 
CH3COOH. 0.24g of hyaluronic acid dissolved in 
20ml of water containing 0.4g of ofloxacin was 
added. The complex was modified by 4.6ml of 
1.3% starch dialdehyde solution.  

Membranes were prepared by casting the vis-
cous reaction mixture into Teflon form and dried 
at 37°C. 

Peaces of the membrane were dipped into 0.9% 
NaCl at 37°C and the antibiotic release was meas-
ured using Cecil CE 7250 UV/VIS spectropho-
tometer. 

III. RESULTS AND DISCUSSION 
The release of ofloxacin was studied using 
UV/VIS spectrophotometric determination at 293 
nm. The 0.9% NaCl solution at the temperature 37 
°C was used as solvent. The kinetics was followed 
during 28 days, corresponding with the time of 
Coladerm degradation in the body. The detailed 
results of the kinetics of the antibiotic release will 
be presented in the poster. 
 

IV. CONCLUSION 
The release of ofloxacin is more regular if it is 
bounded with hyaluronic acid before the polyelec-
trolyte complexation comparing to primary 
bounded ofloxacin to collagen. It means, ofloxacin 
release can be faster or slower choosing the way of 
complex preparation. Both modifications of the 
Coladerm membrane can be applied in local severe 
or long lasting treatments. 
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Abstract — Maxwell's displacement current flow-
ing through metal electrode/air gap/Langmuir 
monolayer was detected. Presented MDC experi-
mental results obtained during a lateral compres-
sion of the monolayer are analysed by a model 
based on the analogy with a non-ideal gas of polar 
molecules, assuming the Boltzmann statistics of 
orientational distribution. The theoretical model is 
presented for a monolayer of thin rodlike molecules 
(stearic acid) Experimental results from the mode of 
step-compression are confronted with the theoreti-
cal model based on the analogy with a non-ideal 
gas of polar molecules which was derived from 
Lagrange's motion equation. 

I. INTRODUCTION 
The Langmuir-Blodgett (LB) technique can be used 
to prepare a well-ordered monomolecular layer and 
multilayer films of amphiphilic organic materials. In 
this technique an insoluble monolayer is formed at 
the air/water interface by the movable barrier to a 
specified surface pressure-area state and subse-
quently transferred to solid substrate. Recently with 
increasing interest in the low-dimensional systems, 
applications were used in the field of physics, chem-
istry and biology [1,2]. For all these applications, it is 
essential to have a uniform film with well-defined 
parameters prepared by reproducible technique. 
Hence, the investigation of irreversible phenomena in 
the Langmuir film is prior necessity. 

II. EXPERIMENTAL SETUP 
During the last 15 years the Maxwell displacement 

current (MDC) measuring technique, for the dynamic 
study of monolayer, was developed [3,4]. In experi-
ment, MDC flows through the metal electrode/air 
gap/Langmuir monolayer/water surface structure (see 
Figure 1, top). The core of the experiment is based on 
a short-circuited capacitor being formed by two par-
allel plates between which a monolayer of organic 
molecules is situated at the air/water interface 
(Langmuir monolayer). MDC is here generated by 
the change in dielectric polarization provided me-
chanically. Compression of the monolayer by means 
of a movable barrier (computer-controlled Langmuir 

through, NIMA Technology, UK), results in the 
change of the surface concentration of the molecules 
as well as in the orientational change of direction of 
the molecular electric dipoles. The change of the 
orientational polarization vector can be expressed as 
Maxwell's displacement current flowing through the 
monolayer. For our experiment we used stearic acid 
(Aldrich-Fluka). 

 

β

 

β

 

Figure 1: (top) Sketch of the experimental setup 
for MDC measurement. Rod-like polar molecules 
execute precessional motion at the water surface 
with maximal tilt angle ΘΑ. (middle) The experi-
mental results MDC of continuous compression 
(represented by the compression rate β) is com-

pared with our calculations using various standard 
potentials. (bottom) Time records of the MDC in 

the mode of a step-compression. 
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III. THEORETICAL APPROACH 

A. CONTINUAL COMPRESSION 
As we showed in our previous studies [5] the cur-

rent flowing in the outer circuit can be expressed as a 
time change of the induced charge 

t
NG

t
NG

t
QI i

∂
∂

Θ+
∂
Θ∂

=
∂
∂

= cos
cos

μμ   (1) 

where μ is the dipole moment of one molecule, N is 
the number of molecules under the top electrode and 
G is the geometrical factor depending only on the 
distance between the top electrode and the top plane 
of the monolayer, and on the radius of the circular 
electrode. 〈cosΘ〉 stands for the statistical mean value  
cosΘ, where Θ is the angle between the vector of 
dipole moment and the vertical z-axis and is defined 
by a relationship 
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where dΩ is the solid angle in which the molecule is 
situated, Z is partition function and U  is the mean 
value of the interaction energy consisted of  dipole-
dipole potential and standard potential. Calculation 
for various potentials is shown in Figure 1 (middle). 

B. STEP-COMPRESSION MODE 
We also suggest a simple molecular model [6] to 
analyze mechanically induced MDC behaviour of a 
Langmuir film using the Lagrange motion equation 
for molecular tilt Θ, which characterize the dipole 
moment of the molecule. Experimental data were 
successfully explained using intermolecular potential 
with the Buckingham form and the spatial averaged 
dipole-dipole interaction. The barrier effect 
(monolayer – movable barrier interaction) was also 
taken into consideration in the analysis. 

 
Figure 1: Detailed analysis of the relaxation proc-

ess following a stop of the barrier (Fig. 1 – bottom). 
Solid lines represents our calculations. 

The molecules have a tilt AΘ∈Θ ,0  from verti-
cal axis, where the maximal possible tilt angle AΘ  is 
a function of the area per molecule and is defined by 
the relation CA AA /1cos −=Θ  ( CA  is the critical 
area for the molecule lying on the water surface) [3]. 
The system has a spontaneous trend to expand, there-
fore we assume that the molecules have tilt AΘ=Θ . 
In the spherical coordinates, where one molecule is at 
the centre of the system, for a generalized variable   
the Lagrange motion equation of a cluster of n mole-
cules has form 
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The kinetic energy consists of rotation, precession 
and translation energy. The latter one consists of 
mean value kTi

2
, where i is degree of freedom (con-

stant value for given temperature T; disappear by 
time derivation) and its change 2

2
1 rm & . 

After energy terms substitution, application of 
friction term Θξ′− &  to the motion equation is 
possible Eq.(3) rewritten as 
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where CA2/ξ=ξ′ . The theoretical calculations 
satisfactorily fit the experimental data (Figure 2). 

IV. CONCLUSION 
Analysis of the molecular motion by the Lagrange 
equation explains the observed two-dimensional 
orientation-translation relaxation process in the 
monolayer after stopping its compression. The pro-
posed model fits differences of various molecular 
concentrations of the monolayer and we obtain very 
good match of the measured relaxation process with 
the theoretical calculations. 
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Abstract — The simulation of carbon and nitrogen 
redistribution was performed and subsequent  
structural changes in laboratory weld joints of the 
6CrMoV 8-3-2 and X12CrMoVNb 10-1 
heat-resistant steels were studied. For the 
calculation the Thermo-Calc and DICTRA software 
were used. The aim of the work was to compare the 
simulation of chemical composition profiles and 
phase profiles of the weld at the temperature range 
600-900°C with experimental results. The results 
showed that simulation was in a good agreement 
with experiment. 

I. INTRODUCTION 
The efficiency of conventional fossil power plants 
strongly depends on steam temperature and pressure. 
Research and development of creep-resistant steels 
for high-efficient power plants are being now 
promoted worldwide in order to reduce emissions of 
environmentally damaging gases such as CO2. The 
development of stronger high temperature materials 
call for not only creep strength improvement but also 
resistance to fireside and steamside corrosion and 
weldability. Great advancement has been achieved in 
the analysis of microstructure instability causing a 
loss of creep strength and the theoretical modelling 
of precipitation sequences taking place in dissimilar 
creep-resistant steels welds. Using the CALPHAD 
approach [1] with appropriate databases local and 
global phase equilibrium problems concerning the 
base material and weld joints can be solved. The 
DICTRA software package [1, 2], which contains 
Thermo-Calc as a subroutine, is used as a conductive 
tool for simulation of processes in dissimilar welds. 

II. EXPERIMENTAL PROCEDURES 
The dissimilar laboratory welds of bainitic 
6CrMoV 8-3-2 (T25) steel, currently being 
developed, and modified martensitic 
X12CrMoVNb 10-1 (P91) steel (Table 1) have been 
subject of study. The cylindrical samples (diameter 

12 mm, height 4 mm) from both base materials were 
welded by means of an electric current pulse within a 
protective Ar atmosphere. The former set of 
dissimilar welds consisted of base steels in 
as-received states. In the latter set both base materials 
were ion-nitrided and homogenized at 1050°C/24h 
before welding to increase nitrogen content.             
A subsequent analysis of the nitrided samples 
(materials T25+N and P91+N) informed us that the 
homogenization was successful in the case of 
material T25+N but not for P91+N. The nitrogen 
content in the P91+N material remained higher on 
the surface after homogenization and the exponential 
function N**=0.8e(-1.83x) fits best the experimental 
over-all nitrogen content in P91+N (x in mm gives 
the distance from the surface for the P91+N 
material). 

All joints were annealed at 600°C/240h and 
900°C/18h. Subsequently they were cut 
perpendicularly to the weld interface. Microstructural 
analyses were made on these surfaces. The 
redistribution of carbon and nitrogen was measured 
using the wavelength dispersive X-ray method 
(Electron Probe X-ray Microanalyzer Jeol 
JXA-8600). Carbon extraction replicas from surfaces 
close to the weld (carburized and decarburized 
zones) and from unaffected sides of the weld (basic 
materials) were used in order to characterize the 
microstructure. The chemical composition of 
precipitates was derived from the energy dispersive 
X-ray analysis used on Philips CM12 TEM/STEM 
microscope equipped with EDAX Phoenix analyser. 
TEM diffraction was used to confirm the analyzed 
phases. The redistribution of interstitial elements  
(C, N) and phase profiles in the weld joints were 
simulated using DICTRA software for annealing 
conditions above. For the simulations the STEEL 
thermodynamic database [3] and DIF kinetic 
database [4] were used. The results from the 
simulation were compared with experimental 
observations.  
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Steel C Mn Si Cr Mo V Nb N* N**

T25 0.06 0.42 0.34 1.91 0.31 0.22 0.058 0.024 0.11 
P91 0.12 0.38 0.44 9.96 0.89 0.22 0.070 0.069 0.8.e(-1.83x)

Table 1: Chemical composition of creep-resistant steels [wt. %] (N* gives the nitrogen content in initial 
steels, N** represents the nitrogen content in the nitrided material)
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Fig. 1: Redistribution of C and N at 600°C/240h 
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Fig. 2: Simulated phase profile in the weld joint 
annealed at 600°C/240h 

III. RESULTS 
The up-hill diffusion of carbon was observed in the 
weld joints annealed at 600°C/240h. The carbon 
diffused from the T25 (T25+N) material to the P91 
(P91+N) material in accordance with the carbon 
activity difference calculated. The carbon depleted 

zone (CDZ) inside the T25 steel and the carbon 
enriched zone (CEZ) inside the P91 steel were 
formed in the vicinity of the T25 | P91 and 
T25+N | P91+N weld joint interface (Fig. 1). In the 
joint T25+N | P91+N the initial nitrogen profile 
remained stable because of very low nitrogen activity 
difference between the steels under study in the 
temperature interval 600-900°C. The height of peaks 
of the calculated carbon and nitrogen profiles 
corresponded to measured values as well as the depth 
of carbon enriched zone and nitrided zone. The phase 
profiles, with peak of M23C6 carbides in CEZ of P91 
steel in the first set and with peak of M2X 
carbonitrides in second set (Fig. 2), were calculated 
for both sets of samples and confirmed by 
experimental measurements. 

In the weld joints annealed at 900°C/18h the 
carbon diffusion was very slow because of small 
activity gradient between the joined steels. Phase 
profiles with MX and M2X carbonitrides were 
calculated to be stable and also confirmed by 
experimental observations. 

The simulation and experimental results led to 
conclusion that the weld joints T25 | P91 and 
T25+N | P91+N exposed to elevated temperature 
around 600°C represents much risk in practical 
service as a consequence of  C and N redistribution. 
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Abstract   
Contact metal - semiconductor is an obligatory 
element of all semiconductor devices. Contact en-
ergy diagrams of CdTe detectors have been mod-
eled on the basis of the semiconductor parameters - 
work functions of the metal; aphinity, work func-
tion, gap zone width and acceptor energy activation 
of the semiconductor. Series VA characteristic 
measurements in the dark were carried out at de-
pendence on temperature and we have found cur-
rent’s function depending from temperature. We 
have found differences in transport characteristics 
after temperature degradation process. 
 

I. INTRODUCTION 
Experimental studies of transport and noise cha-
racteristics of CdTe sensors have been carried out. 
There are three different 1/f noise sources; bulk 
and surface 1/f which is proportional to square of 
current and contact 1/f noise with current noise 
spectral density proportional to higher than second 
power of current. Experimental results are used to 
characterize contact technology preparation. Contact 
prepare by deposition of gold from aqueous solution 
of AuCl3. Low and high ohmic samples reveal con-
tact resistance. This one is dominant noise sources 
for low ohmic samples, while high ohmic samples 
are sources 1/f with dominant mobility fluctuation. 

Blocking contacts metal - semiconductor or 
Schottky barriers have received  the most applica-
tion in semiconductor devices. We shall consider a 
condition of occurrence of Schottky barrier. 

 

)exp(2

kT
ФATJT −=            (1) 

 The current of thermionic emission from a sur-
face of any solid state material is defined  by 
Richardson's  equation “(1)”. 

 
Thermodynamic work function from the semi-

conductor ΦS for Au - CdTe p-type contact is more 
than thermodynamic work function from metal 
ФAu. In this case according to the equation 
thermionic emission current from a surface of 
semiconductor JS will be less, than a thermionic 
emission current JAu from a surface of metal: 

    ΦS > ФAu.   JS < JAu 

At contact of such materials during the initial 
moment of time the current from metal in the 
semiconductor will exceed a return current from 
the semiconductor in metal and in surface areas of 
the semiconductor and metal volumetric charges - 
positive in metal and negative in the semiconduc-
tor will collect. There will be an electric field in 
the contact area therefore there will be a bend of 
power zones. Thermodynamic work function will 
decrease on surfaces of the semiconductor owing 
to field effect. This process will pass until in the 
field of contact will not equalize thermionic emis-
sion currents and accordingly thermodynamic 
work functions values on a surface. 

There are energy diagrams of various stages of 
metal - the semiconductor contact formation 
shown in “Figure 1” and “Figure 2”. 

II. VA CHARACTERISTICS 
We have measured sample’s VA characteris-

tics twice. Results of the first measurements for 
sample are following: VA characteristic is non-
linear. There can be observed forward and reverse 
direction. Sample resistance increases with decreas-
ing temperature.  

Results of the second VA measurements for 
sample are following: we have observed resistance 
increasing with decrease temperature, but its VA 
characteristics has changed. Sample’s resistance at 
first and second measurement before temperature t 
= 600C the same as sample’s resistance at second 
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measurement. When temperatute t > 600C resistance 
of first measuring sample decreases rapidly than 
resistanse of second measuring sample. 

 

 
 
Figure 1: The metal and the semiconductor 
band energy diagram before occurrence of  
Contact 

 

 
Figure 2: The band energy diagram of metal – semi-
conductor contact 

 
Based on the known values of work func-

tions Au ФAu, and aphinity χ CdTe, gap zone 
width Eg and acceptors concentrations were calcu-
lated by MATLAB following values with both a 
case of absence of an external voltage, and a case 
of enclosed external voltage VE: 

∆Ems = 0.6 eV – potential barrier from metal 
in the semiconductor; ∆Esm = 0.42 eV – potential 
barrier from the semiconductor in metal; EF (S) = 
=5.79 eV -  fermi level position; d = 57.8 microns 
- depleted zone width 

The Cadmium Telluride single crystals were 
prepared by Physical Institute of Charles Univer-
sity in Prague. The VA characteristics and noise 
spectral density was measured at room temperatu-
re under dark and illumination. VA characteristics 
are nonlinear. 
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Abstract — Zinc oxide (ZnO) is an important mate-
rial for many industrial applications including 
transparent electronic conductors, piezoelectric 
resonators, and ultraviolet light emitting diodes. 
Recently, manganese-substituted ZnO (Mn- substi-
tuted ZnO) is of interest as a possible spintronic 
material with an electronic carrier-mediated ferro-
magnetic Curie temperature above room tempera-
ture. Several reports indicate a ferromagnetic tran-
sition in Mn-substituted p-type ZnO above room 
temperature. However, due to the difficulty of pro-
ducing high quality bulk crystals, this observation 
remains controversial. We are studying methods to 
grow single crystals from molten fluxes, such as 
boron oxide, vanadium oxide, potassium hydroxide 
and sodium hydroxide.The reaction conditions, 
phase diagrams, and quantity of Mn substitution in 
the ZnO crystals is determined by X-ray diffraction 
and scanning electron microscopy (SEM) with en-
ergy-dispersive spectroscopy (EDS). 

I. INTRODUCTION 
In this work we will present ZnO crystal growth 
by different fluxes. There are many reports 
studying of ZnO crystal growth using different 
fluxes available in literature. [1-3] However, a 
systemic study on crystal growth from fluxes is 
still lacking. Hence, the present investigation is 
forcused on systematic crystal growth using 
important phase diagram information, such as, 
eutetic temperature, composition, and phase 
change.  

Zinc oxide (ZnO) possesses the wurtzite structure 
and is a wide band gap semiconductor (3.3 eV). Due 
to the large band gap, it is used in UV optical devices. 
There are many applications of this novel material; 
however recently ferromagnetic properties in Dilute 
Magnetic Semiconductors (DMS) are very attractive. 
Mn- substituted ZnO is one of the proposed DMS 
material, but it difficult to increase high Mn 
concentration. Since Dietl et al[4] predict that ZnO 
may have high temperature ferrmagnetism by 
substituting with a transition metal. 

In this paper we describe high quality ZnO crystal 
growth by different molten fluxes. Different fluxes, 

such as boron oxide (B2O3) vanadium oxide (V2O5), 
and hydroxide (NaOH, KOH, or both), to grow ZnO 
crystals. 

II. EXPERIMENT 
All chemicals are ordered from Alfa Aesar. In the 
ZnO-B2O3 system, we use B2O3 43.19 g (99.98%) 
and ZnO 230.20 g (99.0%). A furnace with MoSi2 
heating elements is used. After packing in a platinum 
crucible, the sample is heated to 1300 ℃ and hold for 
2 hr. Then it is cooled to 1165 ℃ at a rate of 3.2℃/hr. 
When the temperature reached 1165 ℃ the flux was 
poured off to reveal the crystals. 

In the ZnO-NaOH system, we put ZnO 1.01 g and 
NaOH (98%) 4.88 g. We pack mixture in an alumi-
num crucible the sample heated to 500 ℃ and hold 
for 48 hr. Then it is cooled to room temperature at a 
rate of 1.1℃/hr. In this case we remove the flux by 
washing crystal with deionized water.  

III. RESULTS AND DISCUSSION 
Various experiments using fluxes, like, V2O5, 
B2O3, and NaOH, show growth of high quality 
ZnO crystals. The obtained in different fluxes are 
explained below. 

Green ZnO crystals (Fig. 1) are obtained in 
ZnO-B2O3 system crystal growth. After poured off 
the Zn2B2O3 molten mass, the plate-like ZnO 
crystals stay in Pt-crucible and some flux adhered 
on crystal. By  comparing the observed powder x-
ray diffraction (XRD) patten with the reported 
JCPDS data (JCPDS 36-1451), the flux is 
identified as Zn3B2O6 (JCPDS 37-1486). 
   For the ZnO-NaOH system, ZnO have the same 
color as in ZnO-B2O3 system. The SEM image of 
ZnO crystal is shown in Fig 2. A clear hexagonal 
habit of ZnO can be seen from it. In addition some 
white powders are found to stick to the crystals. 
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IV. FIGURES 

 
 
Fig 1 As grown ZnO crystals sitting in Pt-crucible. 

Zn2B2O6 flux is still sticking on the crystal 
surfaces. (CMF 8) 

 
CMF8 ZnO Crystals
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Fig. 2 The ZnO XRD pattern demonstrates ZnO 

(JCPDS 36-1451) crystal and zinc borate 
(Zn3B2O6 JCPDS 37-1486). (CMF 8) 

  

 
 
Fig. 3 SEM image of ZnO shows the hexagonal 

structure (CMF 26 C ) 
. 
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Fig.4 Powder x-ray diffraction pattern of ZnO       
           crystal confirm with JCPDS (CMF 26C ) 

.  

 
 

Fig. 5 EDS pattern of ZnO crystal shows Zn is 
predominated in crystals with aluminium 
traces (CMF 26 C ). 

V. CONCLUSION 
The ZnO crystals obtained from different fluxes are 
studyed by SEM, EDS, and XRD are obtained from 
different flues. 

This study provides an optimised method to grow 
high quality ZnO crystals which can be exploited for 
growing high Curie temperature ZnO-based spincs 
materials. 
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Abstract — In this study, a range of microstruc-
tures of high purity niobium was obtained by an-
nealing in ultrahigh vacuum at different tempera-
tures (600-800ºC) after routine cold-rolling and 
recrystallization heat treatments.  The ultrasonic 
velocity and attenuation data of these samples with 
different microstructures were measured. Ultra-
sonic velocity data indicate that velocity is insensi-
tive to the variation of microstructure during an-
nealing. Ultrasonic attenuation measurements show 
that attenuation is approximately proportional to 
the average grain size, which provides a potential 
application to determine the mean grain size nonde-
structively and rapidly. 

I. INTRODUCTION 
It is well known that the grain size of a polycrystal-
line material is a very important engineering parame-
ter which influences its mechanical properties such as 
yield strength by Hall-Petch equation [1, 2]. Usually, 
grain size is measured by optical metallography,  
however it is more convenient to use a non-
destructive method for the measurement of average 
grain size of a material. In recent years, quantitative 
assessment of the microstructures and mechanical 
properties of materials has been carried out through 
the measurement of ultrasonic parameters such as 
attenuation and velocity [3]. 

In the present study, the possible use of ultrasonic 
velocity and attenuation measurements to estimate 
average grain size in high purity niobium is explored. 
Niobium is the primary material for superconducting 
radio frequency (SRF) accelerator cavities) because 
niobium has the highest critical superconducting 
temperature of all pure metals [4]. The current study 
was undertaken to investigate the changes in ultra-
sonic velocity and attenuation with annealing.  

II. EXPERIMENTAL PROCEDURE 
Two different lots of high purity niobium samples 
(denoted K and P) were obtained from Teledyne 
Wah Chang. The specimens were heat-treated at 

different temperatures in order to obtain the speci-
mens with varied grain sizes. Each series include an 
as-received sample (cold-rolled and recrystallized) 
and samples annealed for 6 hrs at 800, 750, & 700ºC 
and for 10 hrs at 600ºC.  All the samples have paral-
lel opposing surfaces necessary for the ultrasonic 
velocity and attenuation measurement. The wave 
propagation direction is along the sheet normal direc-
tion in each case. 

Each of the samples was sectioned for examination 
transverse to the rolling direction in order to observe 
any banding or elongation of the microstructure due 
to processing. Coarse polishing was performed using 
diamond slurry, followed by intermediate polishing. 
The final polishing was performed using a procedure 
of repeated polishing and etching with alumina and 
an etchant. 

Ultrasonic velocity and attenuation measurements 
were carried out using both longitudinal and shear 
broadband piezoelectric transducer from Panametrics. 
The pulser/receiver is in conjunction with an oscillo-
scope and a transducer. The gated backwall echoes 
from the oscilloscope were transferred to a personal 
computer for further processing.  

III. RESULT AND DISCUSSION 

Figure 1 shows a typical microstructure of the as-
received and annealed samples observed in this study. 
The as-received samples demonstrate a relatively 
uniform microstructure and the annealed samples 
show heterogeneous microstructure where a coarse 
grain size bands and a fine grain size bands are visi-
ble in the micrograph. 

    

Figure 1:  Micrograph from as-received (left) and 
annealed (right) niobium samples 
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Figure 2 graphically illustrates the linear intercept 
grain size as a function of annealing temperature for 
each of the sample lots (K, P) by optical microscopy. 
It can be seen from the plot that grain size increases 
with increasing temperature. 
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Figure 2: Lineal intercept grain size as a function of 
annealing temperature for P & K samples set. 

Figure 3 gives the relationship between the longi-
tudinal velocity and annealing temperature. It can be 
observed that the longitudinal velocities for each 
batch of samples (K&P) are shown to be very close 
to each other, which suggests that the longitudinal 
velocities are insensitive to annealing.  In the case of 
the shear wave speeds (see Figure 4), the velocity of 
the shear wave polarized in the rolling direction (RD) 
remains essentially constant, while the wave polar-
ized in the transverse direction (TD) trends upwards.  
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Figure 3: Ultrasonic longitudinal velocity data for K 
and P sample lots 
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Figure 4: Ultrasonic shear velocity data in K and P 
samples lots 

Figure 5 shows the relationship between measured 
attenuation and the grain size of the samples. It can 
be seen from the plot that attenuation increases with 
increasing grain size and a straight line fit is obtained 
using these data points.  

0

20

40

60

80

100

120

140

0.3 0.4 0.5 0.6 0.7 0.8 0.9

Attenuation (Nepers/cm)

G
ra

in
 s

iz
e 

(µ
m

)

 

Figure 5:  Ultrasonic attenuation data as a function of 
average grain size of the samples 

IV. CONCLUSION 
Ultrasonic velocity and attenuation measurements 
have been made on high purity polycrystalline nio-
bium to characterize the microstructural change of 
the samples during annealing. The variation in longi-
tudinal and shear wave velocity with annealing is 
very subtle, which indicates that ultrasonic velocity is 
insensitive to the variation of microstructure during 
annealing. Ultrasonic attenuation data is found to be 
approximately proportional to the average grain size 
and it is concluded that the ultrasonic attenuation 
measurement is particularly useful to characterize the 
microstructural changes during heat treatments.  
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Abstract — Close-packed particle monolayer 
films are interesting precursors for many applica-
tions such as sensors, catalyst carrying templates 
for membranes, and can even be employed as 
shadow masks. 
This project aims to determine the optimum vol-
ume-fraction required for the formation of large-
area, self-assembled micro- and nanoparticle 
monolayers in a cylindrical crystallization cell 
under constant humidity. The results show that 
large-area particle monolayers can be obtained 
for particle volume fractions of 0.0020, but that 
the cylindrical cell setup is limited with respect to 
the range of applicable volume fractions and con-
trol over the speed of the receding meniscus.  

I. INTRODUCTION 
The inherent challenge in the formation of particle 
monolayers is to find conditions under which the 
formation of multilayer domains, voids, and point 
defects is suppressed. Among the techniques 
available, convective self-assembly is of special 
interest because of its simplicity and reported 
ability to fabricate large areas of close-packed 
monolayers [1]. As indicated by Deegan et al. [2], 
the driving force for the self-assembly of particles 
is the convective fluid flow resulting from the 
evaporation of the solvent from the particle solu-
tion. Dushkin et al. [3] report that the most influ-
ential factors required to get large areas of particle 
monolayers without defects are the solvent evapo-
ration rate, the concentration of particles in the 
solution (volume fraction), the particle size distri-
bution, and the contour of the contact line. 

In this paper we report our experimental find-
ings on the convective assembly of 2.4 µm diame-
ter particle monolayers in a cylindrical crystalliza-
tion cell and the influence of the particle volume 
fraction on the monolayer quality.   

II. MATERIALS AND METHODS 
 Solutions of 2.4 µm sulfonated polystyrene parti-
cles (PS) from IDC (USA) are used for the ex-
periments. The working solutions are prepared 

based on the number of particles needed to cover 
100, 75, 50, and 25% of the available substrate 
surface in the hypothetical case of complete 
monolayer formation with hexagonal close pack-
ing. The cell load is the amount of solvent placed 
in the cell (20, 25, and 30 µl). A total of ten solu-
tions with volume fractions from 0.0038 to 0.0008 
are studied (Table 1). The substrate is a single-
crystal silicon wafer with a natural oxide layer. 
Prior to an experiment, the substrate is submerged 
in a sulfuric acid-Nocromix mix (components 
purchased from Fisher) for one hour and thor-
oughly rinsed with di-ionized water.   
 

 
Theoretical Substrate Area Covered 

by Particles 
Cell Load 100% 75% 50% 25% 

30µl 0.0034 0.0025 0.0017 0.0008 
25µl 0.0041 0.0031 0.0020 0.0010 
20µl 0.0051 0.0038   

Table 1: Volume fractions of solutions. 

The crystallization cell consists of a Teflon ring, 
a glass slide that protects the substrate, and two 
clamps that press the ring onto the substrate to 
prevent leaking. The Teflon ring with an inner 
diameter of 1 cm is used to create a concave me-
niscus profile during the assembly process. The 
cell is placed in a chamber with a constant nitro-
gen flow providing a relative humidity of (14 ± 1) 
%. The nitrogen flow rate is low enough to prevent 
the disturbance of the gas-liquid interface during 
the assembly. The cell is loaded with the respec-
tive amounts of solution (Table 1) and left in the 
N2 chamber until all solvent has evaporated. 

III. RESULTS AND DISCUSSION 
Optical inspection of the ten samples prepared 
from the solutions listed in Table 1 reveals that the 
films prepared from the 100% solutions (column 
1, Table 1) show mutilayer domains while the 25% 
solutions (column 4) show loosely packed struc-
tures. The 20µl/75% solution forms large multi-
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layer domains. Solutions with volume fractions 
between 0.0017 – 0.0031 show large-area 
monolayers. Scanning electron microscope (SEM) 
images reveal further details about the films ob-
tained with the 50%/25µl, 75%/25µl, 50%/30µl, 
and 75%/30µl solutions (Figure 1).  

 

Figure 1: Scanning Electron Images at 34× of 
assembled crystals: a) 50%/25µl, b) 75%/25µl, c) 

50%/30µl, and d) 75%/30µl.  

Birefringence patterns are observed for the films 
obtained with the 50%/25µl and 75%/25µl solu-
tions (stripped patterns in Figures 1a and b). Ob-
servation of birefringence is indicative of thin 
domains of hexagonal-packed particles. The pat-
tern extends over areas as large as 45 mm2. On the 
other hand, no birefringence is observed for the 
films formed with the 50%/30µl and 75%/30µl 
solutions pointing to less dense packing. High 
magnification SEM images of films from the 
50%/25µl and 75%/25µl solutions show that the 
50%/25µl crystal is indeed a compact monolayer, 
while the 75%/25µl film has small areas of bilay-
ers (Figure 2). However, note the 50%/25µl 
monolayer still has voids and grain boundaries.  

 

Figure 2: High magnification SEM images in vari-
able pressure mode: a) 50%/25µl and b) 

75%/25µl.  ML = monolayer, BL = bilayer. 

In results presented by Velev [4], close-packed 
monolayers were obtained using a set-up that al-

lows pulling a volume of the working solution at a 
specific speed, which is equivalent to the speed 
with which the meniscus recedes in our crystalli-
zation cell. They find that for each volume fraction 
there are specific pulling speeds at which the par-
ticles assemble into monolayers, bilayers, multi-
layers, or submonolayers. As a result, they devel-
oped an operational phase diagram for their set up. 
Using their phase diagram, we can assess the 
limitations of our set up: (i) limited control of the 
speed of the receding meniscus and (ii) narrow 
range of volume fractions that can be explore. The 
fact that some samples present monolayers and 
multilayers simultaneously is a consequence of the 
quite low volume fractions used in our experi-
ments. However, our crystallization cell is much 
simpler than the set-up used in [4], and further 
exploration of the assembly of nanoparticles (i.e., 
small volumes) is warranted. 

IV. CONCLUSION 
Large domains of particle monolayers are obtained 
with the cylindrical crystallization cell. The 0.0020 
volume fraction solution results in the largest do-
mains of close-packed monolayers. Although the 
particle monolayers are usable for further experi-
ments, it is still desirable to reduce the number of 
grain boundaries and voids even more.  
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Abstract — The goal of this research is to study 
the motion and interaction of bubbles and drops in 
yield-stress materials. We have developed a finite 
element based code and implemented level set 
methods to track the drop interface. We have 
obtained converged solutions for the slow 
gravitational settling of a Newtonian fluid droplet 
through a Bingham material in a closed container. 
The code employs a regularization method for the 
stress constitutive equation. The shape of the yield 
surface has been calculated as a function of the 
regularization parameter.  

I.     INTRODUCTION 
Many liquid-like materials exhibit a yield stress. 
These materials flow above a critical stress, but they 
deform as linearly elastic bodies below this stress. 
Yield-stress materials, which are often colloidal 
suspensions, are commonly experienced in consumer 
products applications, foodstuffs, etc. The waste 
sludge tanks at the Department of Energy's Hanford 
site contain radioactive colloidal suspensions that 
exhibit a yield stress; the motion of flammable 
bubbles in these materials is a matter of particular 
concern. An excellent review by Bird et. al. [1] lists 
about fourty fluids which show yield stress. 

The solution of complex flow problems for yield-
stress materials is particularly challenging because of 
the possible existence of "yielded" regions in which 
flow can occur and "unyielded" regions in which 
only elastic deformation is possible. The interface 
between these regions is not known a priori.  

Beris and coworkers [2] studied the problem of 
flow past a solid sphere. Using a finite element based 
computations they were able to calculate the shape of 
yielded region around the sphere for range of 
parameters. Their work was followed by Liu et. al. 
[3] with a computational study of interacting spheres 
in yield stress fluids.   

II.    PROBLEM FORMULATION 
We have constructed an in-house finite-element code 
that utilizes the method of level sets to track the 
deformable phase interface [4], [5].  The complete 

problem formulation is in 2-dimensions. The fluid 
rheology is characterized by the Bingham fluid 
model, in which the stress in excess of the yield 
stress is a linear function of the deformation rate [6], 
[7]. The code employs a regularization method for 
the stress constitutive equation [2] in order to 
formulate the problem in terms of continuous 
variables over the entire space. Mathematically, 

γ

γ

o
p )

επ

τ(η=τ .

22
+

+   (1) 

Where  is the stress,  is the yield stress,  

is the plastic viscosity, 
.
 is the shear rate π

τ oτ pη
γ γ is the 

second invariant of strain rate, and  is the 
regularization parameter. In the limit as  the 
equation reduces to the Bingham model. 

ε
→ε 0

  The drop is kept in the centre of a closed box and 
it falls under the force of gravity.  The radius of 
the drop is of the order of 0.05 times the length of 
the computational box.    

III.    RESULTS 
We have obtained converged solutions for the 
slow gravitational settling of a Newtonian fluid 
droplet through a Bingham material.  There can be 
no motion when yield stress exceeds the buoyant 
stress, and flow is markedly affected by the yield 
stress at smaller values, approaching Newtonian 
fluid behaviour as the yield stress vanishes.  
   The Figure 1 shows stress contours for the case 
with yield stress of 0.01. The density ratio is 2, 
and viscosity ratio is 1.  Capillary number is 
infinite and  is 4.54x 10ε -4 . The lower bound on 
the regularization parameter is provided by 
increase in numerical error at smaller values. Drop 
viscosity and interfacial tension have little effect 
on the shape of yield surface.    
   The continuing work is addressing the problem 
of extending the results to bubble motion and 
interacting drops as well. 
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Figure 1. Stress contours; Yield stress= 0.01.  
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Abstract — The orientation distribution in a 
nematic liquid crystaline droplet is calculated using 
a simulated annealing technique. A first-order 
transition between axial and radial conformations 
at a critical value of a parameter that represents the 
effect of droplet size and surface and bulk potentials 
is observed in spherical droplets. A similar 
transition occurs in a deformed droplet at a critical 
extension. 

I. INTRODUCTION 
Multiphase systems containing liquid crystalline 
dispersed phases are of interest for a variety of 
technological applications. Low molar mass liquid 
crystals are essential components in display 
technology [1]. Dispersed polymeric liquid crystals 
are employed in barrier films and self-reinforced 
composites [2], and they are effective in very small 
concentrations as processing aids for flexible 
thermoplastics [3-5]. Blends in which the dispersed 
phase is a polymer with side-chain liquid crystallinity 
are of interest for electrorheological applications 
[6,7]. The material properties, which are affected by 
the liquid crystalline orientation distribution in the 
droplet, appear to depend sensitively on the nature of 
the interface between the liquid crystalline dispersed 
phase and the isotropic matrix material. The 
orientation distribution satisfies a minimum free 
energy condition in a quiescent droplet.  

We have implemented a simulated annealing 
technique utilizing the Metropolis algorithm over a 
spatial discretization of the droplet to calculate the 
minimum free energy configuration for the director 
orientation of a nematic liquid crystal subject to 
variable surface anchoring. This approach allows free 
choice of the elastic constants (splay, K11; twist, K22; 
bend, K33; and saddle-splay, K24) in the Frank free 
energy expression [8], as well as the surface 
anchoring strength W in the Rapini/Papoular surface 
anchoring energy. To conserve the nematic 
symmetry in the calculations, an algebraically 
equivalent tensorial expression for the Frank elastic 

energy originally derived by Gruhn and Hess [9] has 
been modified to incorporate the surface constant 
K24. 

II. RESULTS 
There is clearly convergence of the algorithm with 
respect to the number of computational cells. A first-
order transition from an axial conformation (Figure 
1(a)) induced by the bulk nematic potential over most 
of the droplet to a radial conformation (Figure 1(b) 
induced by the strong surface anchoring is observed 
in a spherical droplet of radius R for equal bulk 
constants (K11=K22=K33) when the dimensionless 
anchoring strength parameter WR/(2K11-K24) 
exceeds a value of 5.9. A scaling argument based on 
a transition between perfectly parallel and radial 
alignments predicts a transition at a value of 
WR/(2K11-K24) of order 3, which is acceptably close 
to the computed transition. A similar transition 
occurs at a critical elongation of a deforming droplet 
(Figure 2(a) and 2(b)). Indeed, affine deformation of 
a sphere will lead to alignment that is nearly 
orthogonal to the surface of the spheroid throughout 
much of the bulk for a sufficiently large aspect ratio. 
This is borne out by the degree of parallel ordering 
exhibited at large deformations for large values of 
dimensionless anchoring strength parameter, where 
substantial deviation from parallel ordering 
transverse to the axis of elongation is restricted to tip 
regions. There is a finite geometric range over which 
the orientation distribution can be trapped in a strong 
secondary minimum in the energy surface; multiple 
orientations can exist in this range, depending on the 
initial state.  
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1(a) 

 

1(b) 

Figure 1: Simulated optical microscopic textures 
of axial (a) and radial (b) conformations inside 

spherical droplets. 

 2(a) 

 2(b) 

Figure 2: Simulated optical microscopic textures 
of radial (a) and axial (b) conformations inside 

spheroidal droplets of different extensions.  
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Abstract — Raman imaging and spectroscopy with 
633 nm excitation wavelength was performed on 
individual single-wall carbon nanotubes (SWNTs) 
grown on silicon substrate. The Raman spectra 
reveal both metallic and semiconducting type car-
bon nanotubes, with a broad distribution in diame-
ter centered at 1.6 nm. Primary results show that 
interaction with Si substrate and other nanotubes 
has a significant effect on the Raman spectroscopy 
of a carbon nanotube. 
 

I. INTRODUCTION 
Single-walled carbon nanotubes (SWNTs) exhibit 
completely different electronic and optical properties 
depending on their physical structure [1]. A 
particularly interesting and important property is that 
nanotubes with similar diameter may be either 
metallic or semiconducting, while the variation of the 
tube diameter causes the semiconducting SWNT’s 
bandgap to shift dramatically. Recent advances in the 
chemical vapor deposition (CVD) synthesis of 
SWNTs have enabled growth of high-quality, 
ultralong (a few mm) individual nanotubes [2,3], 
which could find potentially important applications 
in the field of nanotechnology. 

II. DISCUSSION 
We use resonance Raman spectroscopy to 
investigate the electronic and vibrational properties 
of individual ultralong carbon nanotubes grown on 
the silicon substrate by chemical vapor deposition 
(CVD) [3]. The nanotube diameter and its electrical 
conductivity type (semiconducting or metallic) can 
be determined from the Raman frequency and 
lineshape. Raman imaging and spectroscopy with 
633 nm excitation was performed with a home-built 
scanning confocal Raman microscope. Despite 
strong background from the Si substrate, our Raman 
microscopy is capable of imaging individual 
nanotubes. A typical Raman image of a 40μm × 
40μm area is shown in Fig.1. Raman spectra were 

measured at various positions along a single 
nanotube. Fig. 2 displays typical Raman spectra (G-
mode) from two different types of nanotubes. Our 
Raman spectroscopy results show that these ultralong 
nanotubes consist of both semiconducting and 
metallic types. Characterization of nanotube 
diameters shows a broad distribution, with an 
average diameter of about 1.6 nm.  

 

 
 

Figure 1: Raman imaging  of nanotubes on Si 
substrate (40μm x 40μm) 

Figure 2: Raman spectra of two different types of 
Nanotubes. (A) G-band of a metallic tube;  

(B) G-band of a semiconducting tube  
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The effect of Si substrate and intertube interaction 
on Raman spectroscopy of SWNTs is investigated by 
growing nanotubes suspended across a slit on the Si 
substrate [2, 3]. The Raman spectra of the suspended 
nanotube are compared to those of the same nano-
tube sitting on the substrate. It is expected that the 
deformation of a nanotube due to the substrate con-
tact will affect both the electronic and vibrational 
structures of SWNTs, thus changing the Raman 
frequency and intensity. Intertube interaction was 
also found to affect the Raman spectra of a nanotube. 

ACKNOWLEDGMENTS 
We thank Limin Huang and Stephen O’Brien at 
Columbia University for providing nanotube 
samples, and PSC-CUNY for financial support. 

REFERENCES 
[1] M. S. Dresselhaus, G. Dresselhaus, R. Saito, 

A. Jorio. Raman spectroscopy of carbon 
nanotubes. Physics reports, 409:47-99, 2005. 

[2] L. Huang, X. Cui, B. White, and S. P. 
O’Brien. Long and oriented single-walled 
carbon nanotubes grown by ethanol CVD. J. 
Phys. Chem. B, 108(42):16451-16456, 2004. 

[3] L. Huang, S. J. Wind, and S. P. O’Brien. 
Controlled growth of single-walled carbon 
nanotubes from an ordered mesoporous sil-
ica template. Nanoletters, 3(3): 299-303, 
2003. 

204



Numerical Modeling of the Performance of a 
Silicon-on-Insulator Based High-Temperature-

Resistance Pressure Sensor 
 

Xiaojun Wang and Feng-Bao Lin 
The City College of New York 

The City University of New York 
New York, NY, USA 

Email: xjwang@ce.ccny.cuny.edu, flin@ce.ccny.cuny.edu 
 

Abstract —A pressure sensor made from bonding 
an SOI based MEMS chip on a cantilever beam was 
analyzed numerically in this study. The selection of 
the bonding material is an important factor during 
the packaging design process. It is found that the 
packaging structure with relatively soft bonding 
materials shows uniform deformation in the piezo-
resistive areas and achieves the stress and strain 
distributions in the packaging structure for best 
performance in operation. Transient thermo-
mechanical modeling was also conducted in this 
study to demonstrate the capability of sheltering the 
thermal shock on the senor. 

I. INTRODUCTION 
Silicon on insulator (SOI) is becoming a favourable 
technology to make membrane as compared to 
traditional poly-silicon due to its high temperature 
capability. In this study, a high temperature pressure 
sensor is designed based on a SOI based Micro 
Electro Mechanical System (MEMS) chip bonded 
on a cantilever beam which is also designed to shelter 
the thermal shock (Figure 1). The selection of the 
bonding materials is a very important factor during 
the packaging process, and the performance, such as 
the linearity, range and life-time, for the packaging 
structure of the pressure sensor is also limited by 
factors such as the CTE (coefficient of temperature 
expansion), Young’s modulus, and thermal 
conductivity of bonding materials. The specific 
structure model of this pressure sensor is presented 
and the numerical results are also provided to give a 
guide for on the bonding material selection. In 
addition, the transient thermo-mechanical behaviour 
of the sensor is also characterized in the modelling. 

II. FE MODEL AND MATERIALS PROPERTIES 
The finite element model of the pressure sensor for 
the numerical simulation is shown in Figure 1. A 
beam is included as a portion of the sensor for the 

whole structure. An SOI chip is attached to the beam 
by adhesive materials. The material properties used 
for the simulation are shown in Table 1. 

chip 

Beam Adhesive Substrate  

Figure 1: Finite element model of the pressure 
sensor which consists of four components 

 Substrate Beam Chip 
Density 
(g/cm3) 7.8 7.8 2.3 

Modulus(Gpa) 196 196 96 
Possion 0.27 0.27 0.22 

SpecificHeat
(J/kgo C) 490 490 700 

Conductivity
(W/mo C) 30 30 100 

Table 1: Materials properties which were used in the 
simulation 

III. MODELING AND RESULTS 
Four types of bonding material properties shown in 
Table 1 were selected to simulate the performance 
of the pressure sensor. Case 4 in Figure 2 shows 
better uniform chip stress distribution on the place 
where the piezo-resistances are located. Therefore, 
the best linearity of the pressure sensor can be 
obtained with this adhesive material. Also, best 
sensitivity, which is proportional to the stress in the 
chip, can be obtained using a smaller thickness of 
this bonding material as indicated in Figure 3.  
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Adhesive  
1 2 3 4 

Density 
(g/cm3) 14.5 7.42 2.23 1.2 

Modulus(Gpa) 67.8 54.2 62.7 4.1 
Possion 0.42 0.34 0.2 0.42 

SpecificHeat 
(J/kgo C) 128 230 430 230 

Conductivity 
(W/mo C) 57 68 20 30 

Table 2:  Properties of the bonding materials used for 
selection 

Figure 2: Chip stress distributions comparison with 
different adhesive material properties. 
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Figure 3: Chip stress output varies with the applied 
pressure for different thicknesses of the bonding 

material 

A thermal shock with the maximum temperature of 
2000oC is applied to the exposed areas of the pressure 
sensor. The maximum temperature is maintained 
steady for 1500ms during the thermal shock. The 
result shows that the chip is within the safe 
temperature of 120oC for about 500ms. 
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Figure 4: Chip temperature varies with time when 
thermal shock is applied on the exposure area of the 

sensor Case 1 

IV. CONCLUSION 
Case 2 

A packaging structure of SOI based pressure sensor 
with a soft bonding material shows a relative 
uniform deformation in the piezo-resistive areas, 
and its stress distribution also helps achieve an 
optimization condition in operating the designed 
sensor. In addition, the thermo-mechanical 
interaction modeling demonstrates the preferable 
thermal resistance of this pressure sensor. 

Case 3 

Case 4 
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Abstract — The composition of rhythmic layers in 
Palisades Sill dolerites correspond to a range of 
liquidus temperatures that indicate each set of 
bands is cooled and isolated, until an abrupt rise in 
temperature causes the crystallization of a new 
cycle.  Turbulent convection causes perturbations in 
the cooling regime, which may be manifested by 
non-linear oscillation in the advective transport of 
cations as suggested by Wang and Merino [1].  In 
this model, a positive feedback system encourages 
plagioclase crystallization, but is curtailed when a 
limiting species, such as Al3+, is depleted, causing 
the competing phase, pyroxene, to take over. The 
process repeats until the thermal regime changes 
due to convective cooling or interruption by a later 
pulse of fresh magma. 

I. INTRODUCTION 
Rhythmic banding is an integral and widely-

debated feature of the world’s famous large 
igneous intrusions.  A large variety of mechanisms 
have been proposed for the production of rhythmic 
bands including Ostwald ripening, crystal settling, 
thermal oscillations, and oscillations in nucleation 
kinetics (see [1] for a review).   

The Palisades Sill of New York and New Jersey 
is a large dolerite intrusion that extends 150 km 
along strike and with an average thickness of 300 
m.  The intrusion has been the subject of study for 
over 100 years, in part because it is exposed in a 
large number of outcrops, but also because its 
geochemical and mineralogical features are 
analogs of much larger, less accessible intrusions.  

The sill contains a number of layered features 
that continue to challenge modern petrologic 
models including:   

1. An Mg-olivine layer approximately 10 m 
above the basal contact 

2. A series of rhythmically banded sections that 
have been recently documented in Fort Lee 
and Alpine, New Jersey  

3. Highly fractionated granophyres near the up-
per contact of the intrusion where the upper 
and lower crystallization fronts meet at the 
Sandwich Horizon.  

II. RHYTHMIC BANDING  

A. MINERALOGY 
Rhythmic bands have recently been mapped in the 

Palisades intrusive sheet of New York and New 
Jersey at 80-150 m above the basal contact.  In 
contrast to the very pronounced banding of the 
Muskox, Bushveld, and other layered intrusions, the 
Palisades bands are diffuse, cm-scale layers where 
the dominant phase alternates between pyroxene and 
plagioclase.  The rhythm of crystallization is 
characterized by a distinct chain of fine-grained 
plagioclase crystals of approximate length 0.6 mm, 
followed by assemblages of plagioclase and augite of 
sub equal size, which, at 2 mm in size, are much 
larger than crystals in the initial plagioclase band.  
Percent plagioclase gradationally decreases up-
section until the onset of the next fine-grained band. 

B. X-RAY SPECTROMETRY AND MICROANALYSIS 
Qualitative chemical analysis by energy 

dispersive x-ray spectrometry and quantitative 
verification by electron probe microanalyses 
reveal a small range of compositions 
corresponding to a narrow range of liquidus 
temperatures (Figure 1).  Bulk compositions of the 
rhythmic bands were processed with 
thermodynamic software MELTS [2].  
Temperatures oscillate between approximately 
1150 and 1200 degrees C.  However, zonation in 
plagioclase and pyroxene crystals indicates that 
crystals cooled and were isolated at lower 
temperatures, followed by abrupt rise in 
temperature, which caused the nucleation of a new 
plagioclase-rich band.   
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Figure 1: Diopside-Plagioclase-Orthoclase compo-
sition of rhythmic bands.  Circles correspond to 
dark bands while triangles correspond to light 
bands.  Pairs of bands are linked by tie lines indi-
cating cotectic or near-cotectic crystallization.   

III. DISCUSSION  

The present interpretation parallels models 
advanced for the Stillwater Complex, where the 
perturbations are caused by turbulent thermal 
convection [3], and are geochemically manifested 
by a non-linear oscillation in the advective 
transport of cations carried by silica polymers [1].  
The two competing phases are augite and 
plagioclase, which compete for Ca2+  

In the case of the Palisades, the liquidus phase is 
plagioclase, which crystallizes at the thermal 
boundary layer at a rate dictated by the diffusivity 
of the limiting species, Al3+.  The rate of 
plagioclase crystallization decreases as Al3+ is 
depleted, thus accumulating competing cations, 
Mg2+ and Fe2+, at the crystal-liquid interface, 
which cause pyroxene to nucleate (Figure 2).   
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Figure 2: Oscillation in cation concentration fol-
lows pattern of rhythmic banding.   

IV. CONCLUSION 

The extensive nature of rhythmic bands in the 
Palisades and the relatively large thickness of the 
horizon can be easily reconciled by a combination of 
thermal fluctuations coupled with oscillatory advec-
tive transport of cations to the thermal boundary 
layer.   

Whole rock chemistry reveals that a small range of 
high temperatures prevailed during the rhythmic 
banding event and oscillation in the cation species 
show that nucleation was dictated by the rate of dif-
fusion of the species.   

We propose that the mechanisms that produce 
rhythmic layering the Palisades are common in this 
setting and that the interruption or convolution of 
layers may be indicators of disturbances such as 
tectonic shifts or further magmatic input.   
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Abstract - Poly(hydroxy alkanoates) PHA and 
especially Poly(3-hydroxy butyrate) PHB as 
naturally occurring biodegradable polyesters 
received increasing attention during the last 
decade [1]. According to structure and properties, 
PHB is often compared with standard poly-
propylene. In this work PHB was modified by 
external plasticization to improve the poor 
mechanical properties of e.g. brittleness. 
Furthermore an unconventional experimental 
processing method under laboratory conditions, 
rotational molding of casted solution, was 
performed for the cautious treatment of the 
thermosensitive PHB to obtain film specimens for 
viscoelastic  and thermal characterization.  
 
I. INTRODUCTION 
 
Poly(3-hydroxy butyrate) PHB is a natural 
occurring biodegradable and biocompatible 
polyester. The production of the material is 
possible by bacterial fermentation from renewable 
resources [2]. Biological degradability in com-
bination with advanced mechanical properties is 
the basis for a variety of interesting applications, 
including packaging industry and medicine [3]. 
PHB is often compared with standard 
polypropylene. PHB is a crystallizable material 
with transition temperatures of about 0°C (glass 
transition) and 177°C (crystalline melting point). 
Tensile strength of the pure material, dependent on 
the molar mass, is in the range of 3.5 up to 4 GPa 
[4]. The major disadvantage of PHB for processing 
is the poor thermal stability. Conventional melt 
processing causes a rapid molecular weight 
reduction and loss of mechanical properties [5]. 
Several modifications for improving the properties 
of PHB were investigated in terms of change 
crystallinity and rheological behaviour of the melt 
[6-8]. In this work low molecular, oligomer or 
polymer plasticized PHB was characterized to 
understand the molecular mechanisms running 
during plasticization and application of plasticized 
PHB in a large temperature range. 
 

II. MATERIALS AND EXPERIMENTAL 
 
A poly(3-hydroxy butyrate) with molecular weight 
of 171.000 g/mol, Tm of 173°C and Tg of 10°C was 
used, naturally generated with isotactic structure 
by Methylobactrium MB 126 from BSL 
Olefinverbund GmbH Schkopau. The crystallinity 
of the pure material was approximately 60% 
measured by DSC. As plasticizers ε-caprolacton 
[ε-CL], poly(ethylen glycol) 400 [PEG400], 
glycerol [GLY], castor oil [CTO] and 
triacetylglycerol [TAG] were used. All these 
plasticizers are partially miscible in different ratio 
with PHB. The plasticizers were dissolved in a 
PHB-chloroform solution. These solutions were 
casted into a rotational mold glass cavity and a 
film of PHB-plasticizer mixture has been 
deposited during evaporation of the solvent onto 
the wall. The mechanical investigations were made 
using a MARK III DMTA system (Rheometric 
Scientific). The measurements were carried out in 
tensile mode at a frequency of 1 Hz in a 
temperature range of –100°C to 150°C. Storage 
and loss modulus as well as loss factor tan δ were 
measured in dependence on temperature. The 
samples were loaded only in reversible linear 
elastic deformation of 0,05%. The thermal 
characterization was made using the DSC 820 
from Mettler Toledo (heat flow). Starting at room 
temperature the samples were cooled down to -
100°C, heated up to 180°C, cooled down again to -
100°C, and heated up to 200°C. The temperature 
was changed with a rate of 10 K/min.  
 
III. RESULTS AND DISCUSSION 
 
Plasticization via solution casting leads to a shift 
and broadening of the glass transition region, e.g. 
over 60 K in case of PEG. These effects can be 
interpreted in the first range as a weakening of 
intermolecular bonds between the PHB molecules. 
The broadening of the glass transition region gives 
rise to assume that the amorphous PHB phase 
infiltrated by the low molecular plasticizer 
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molecules is more relaxed over a broad 
temperature range. 
 

 
Figure 1:     Tg from DSC and DMTA 

 
In the case of castor oil it was detected that 
plasticization caused a smooth nearly linear 
decrease of the storage modulus in the temperature 
range of -60°C up to 70°C. The loss factor in this 
region shows only a minor change. This could be 
caused by a continuously interrelated weakening of 
the intermolecular bonds in PHB by the different 
constituents of castor oil. Above 60°C the loss 
factor of all samples increases suddenly associated 
with a stronger or weaker increase or change of the 
storage modulus. This can be assumed as the point 
where PHB begins to sweat out his physical 
bonded plasticizers.  

 
Figure 2:     Storage Modulus E’ of PHB and 

plasticized specimens 
 
Together with the structure weakening effect of the 
amorphous phase an effective reduction of the 
degree of crystallinity can be observed from the 
results of the DSC measurements. The reduced 
degree of crystallinity of softened PHB is assumed 
to be caused by the presence of the plasticizer 
molecules and their intensive interaction with the 
polar groups of PHB. The modulus of elasticity of 
solution casted neat PHB at 20°C (storage 

modulus, DMTA) was 1.34 GPa and of the 
modified, e.g. PHB+GLY, 0.97 GPa. 
 
IV. CONCLUSION 
 
PEG and GLY have turned out to be the most 
effective low molecular plasticizers for PHB in 
this study evaluated by the Tg shift. All plasticizers 
show a good plasticizing effect indicated by the 
reduction of the modulus of elasticity. An 
improved ductile behaviour because of the 
significant decrease in elastic modulus at room 
temperature can be assumed. That has to be 
investigated e.g. by tensile test in the future. 
Plasticization and solution casting of PHB are 
favourable methods for the generation of modified 
PHB with enhanced ductility and better possibility 
for the use of this material in biomedical and 
biodegradable applications. 
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Abstract — In this paper we investigate the use of 
the wide bandgap II-VI materials Zn Cd

Se/Zn Cd Mg Se to fabricate intersubband 
devices such as quantum well infrared photodetec-
tors and quantum cascade lasers operating in the 
mid-infrared wavelength range. The materials 
were grown by molecular beam epitaxy or MBE, 
and the desired structures were designed using 
theoretical calculations. All the samples were 
characterized by X-ray Diffraction (XRD), Photo-
luminescence (PL) and Fourier Transform Infra-
red Spectroscopy (FTIR), etc. Excellent growth 
control and material quality were demonstrated. 
Intersubband absorption spectra were observed by 
FTIR in the wavelength range of 3-5 μm, as de-
sired, which fit well with the theoretical prediction 
based on the envelope function approximation.

x (1-

x) x’ y’ (1-x’-y’)

I. INTRODUCTION 
Molecular beam epitaxy (MBE) is an extremely 
versatile thin film growth technique that can pro-
duce single crystal layers with atomic dimen-
sional control and thus has the potential for the 
preparation of novel structures and devices.  

Intersubband (ISB) devices are semiconductor 
devices that rely on transitions between quantized 
energy levels within a band (the conduction band 
or the valence band), as opposed to the more typi-
cal band-to-band transitions used in most 
photonic devices. As a result of this, ISB devices 
offer some interesting advantages such as ultra-
high speed and high (>100%) quantum efficiency.  

Multi-quantum well (MQW) structures (a typi-
cal structure is shown in Figure 1) made from II-
VI semiconductors have important applications in 
ISB devices such as quantum well infrared 
photodetectors (QWIPs) [1] and quantum cascade 
lasers (QCLs) [2] due to their widely adjustable 
bandgaps. In particular, ZnxCd(1-x)Se/ 
Znx’Cdy’Mg(1-x’-y’)Se is a II-VI semiconductor 
system recently investigated in our lab whose 
interband emission can cover the whole visible 
wavelength range by simply changing the QW 
width.  

 
Figure 1: A typical MQW structure 

 
Recently, contactless electroreflectance (CER) 

was used to determine the conduction band offset 
(CBO) of the ZnxCd(1-x)Se/Znx’Cdy’Mg(1-x’-y’)Se 
system. For a Zn0.5Cd0.5Se/Zn0.29Cd0.24Mg0.47Se 
single QW the CBO was estimated to be 590 meV 
[3] and for the limit composition of this lattice-
matched system, Zn0.5Cd0.5Se/Zn0.13Mg0.87Se, the 
CBO was estimated to be as large as 1.12 eV [4]. 

II. EXPERIMENT 
In this work, a series of high quality 
ZnCdSe/ZnCdMgSe MQWs with different QW 
thicknesses have been grown on InP (001) sub-
strates by MBE, using the optimized conditions 
achieved before [5]. The MQWs were character-
ized by a series of techniques, including X-ray 
diffraction (XRD), photoluminescence (PL), time-
resolved PL, scanning electron microscopy (SEM), 
CER, and FTIR measurements. Doping of the QW 
layers by n-type dopants to 10+18/cm3 levels, 
which is needed to obtain IR absorption, has also 
been accomplished. All the experimental data 
show that the grown ZnCdSe/ZnCdMgSe MQWs 
have excellent material quality as required for 
device applications. The observation of ISB ab-
sorption in the expected wavelength range dem-
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onstrates that this II-VI material is very promising 
for ISB devices. 

III.     RESULTS AND DISCUSSION 

Figure 2: Double crystal XRD rocking curve of a 
MQW sample. 
 
Figure 2 shows a double crystal XRD rocking 
curve of a MQW sample. Three satellite peaks due 
to the superlattice structure were observed as well 
as clear thickness fringes, more clearly evident in 
the inset, indicating excellent crystalline quality.  

The 77 K PL spectra of two samples with differ-
ent QW widths are shown in Figure 3. Sharp and 
bright emission from the MQW can be seen for 
both samples at 525 nm (2.36 eV) and 545 nm 
(2.27 eV). A signal at 568 nm (2.18 eV) is the 
emission from ZnCdSe bottom and cap layers. The 
full width at half maximum (FWHM) of the PL 
emission lines of the two samples are 41 meV and 
36 meV, evidence of good material quality and 
QW alignment.  

Intersubband absorption has been observed by 
FTIR measurements (as shown in Figure 4). The 
absorption peak occurred at 3.99 μm and 5.35 μm, 
respectively, corresponding to the transition from 
the ground state to the first excited state within 
the QW. The results agree well with the theoreti-
cal prediction (see the inset of Figure 4).  
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Figure 3: PL spectrum of two MQW samples with 
different QW width at 77K. 
 

 
Figure 4: RT FTIR spectrum of two MQW sam-
ples with different QW widths. 
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I. INTRODUCTION 
The exceedances episodes of PM10 concentrations 
limit values in Austria still remain a major envi-
ronmental problem. Source apportionment is 
therefore an important and appropriate tool in 
order to provide decisors with a basis to produce 
measures towards the protection of public health. 

Organic matter accounts for an important fraction 
of the atmospheric aerosol and its characterisation 
and quantification are a major issue for source appor-
tionment. Cellulose has successfully been identified 
as a tracer for vegetative detritus [1]. Plants contain 
about 20 to 30% of lignin, up to 20% of hemicellu-
lose and 50% of cellulose, a portion of which is en-
capsulated by lignin [2]. (Buttler and Bailey, 1973) 

II. EXPERIMENTAL 
On the method described by Puxbaum and Kunnit, 
cellulose is saccharified to glucose which is then 
photometrically determined. Cellulose associated 
with lignine and hemicellulose is previously made 
available by an alkaline peroxide pretreatment 
step. However, on routinely used quartz fiber 
filters this pretreatment step fails, thus allowing 
only the measurement of „free cellulose“. 

This work aims to develop and optimize a 
variant delignification step that could be used prior 
to cellulose saccharification on quartz fiber filters, 
making it possible to determine „total cellulose“, 
as well as investigating alternative delignification 
procedures and comparing them on a labor 
intensiveness accuracy point of view. 
 

III. RESULTS 
So far, some improvements on the alkaline 
peroxide delignification step described by 
Puxbaum and Kunnit showed a potential for 
delignification on quartz fiber filters. Namely, a 
polypropylene filter working as physical support 
for the quartz fiber filter prevents the latter to 
crumble in the hydrogen peroxide solution. 
Furthermore, this allows the recovery of eventual 
losses that could occur during the digestion or the 
subsequent filtration. 

Also, an efficient vaccum filtration provides an 
adequate dryness of the filter, thus avoiding the 
high temperature drying in an oven, where the 
quartz fiber filter would stick to the glass Petri 
dish supporting it. 

Other delignification procedures will be tested 
in a near future. 
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Abstract — Traditionally sewage sludge and solid 

wastes are stabilised by anaerobic digestion with 

biogas as a useful product. A recently found alter-

native is the direct electricity production from or-

ganic waste in microbial fuel cells (MFC). Micro-

organisms cleave organic substrates under anaero-

bic conditions and use an electrode as final electron 

acceptor instead of oxygen, iron or nitrate. 

High efficiency can be achieved and most of the 

substrate's energy is converted to power. Some 

experiments were made to investigate how different 

microorganisms produce electricity under changing 

conditions (different substrates and different con-

structions of fuel cells). 

I INTRODUCTION 

The most common way to stabilise sewage sludge 

and solid wastes is the anaerobic digestion process 

with biogas as a product. This gas can then be used 

in a further process step to produce electric and 

thermal energy. A main disadvantage of the proc-

ess is its low electric efficiency. 

A recently found alternative is the direct energy 

conversion from organic waste into electricity in 

microbial fuel cells (MFC). 

In a microbial fuel cell energy of an organic 

compound and an oxidant is converted to electric 

energy. Electrons are set free by microorganisms 

cleaving an organic substrate under anaerobic 

conditions. These electrons are not transferred to 

oxygen or some other electron acceptor, but are 

carried forward to a presented electrode (the an-

ode). In this energy conversion process, mediators 

occupy the important function of transferring elec-

trons from the microorganisms on to the electrode. 

MFCs working with different types of low mo-

lecular weight redox species as assisting electron 

carriers are known. In some MFCs, artificial me-

diators are added, such as neutral red [1]. Consid-

ering the final disposal of sewage sludge or the 

reuse of waste water, toxic or dangerous sub-

stances, such as most of the known artificial me-

diators, should be avoided due to expensive post 

processing and conditioning. 

 

Special types of microorganisms (metal reduc-

ing bacteria) can be used to operate mediator-free 

MFCs since they possess cytochromes in their 

outer membrane. These enable the microorganisms 

to directly transfer electrons to an electrode by 

growing on its surface. 

The electrons released at the anode pass through 

an outer circuit to a second electrode (the cathode) 

where they are exposed to oxygen. Protons, which 

are also produced during the substrate oxidation in 

the anaerobic part of the fuel cell, are guided to the 

aerobic compartment through a proton exchange 

membrane to complete the electric circuit. At the 

cathode water is formed by electrons, oxygen and 

protons. In this process, nothing but water and 

carbon dioxide are produced. A schematic over-

view of energy production in an MFC is given  

in Figure 1. 

 

 

 

 

 

Figure 1: Process of power production in an MFC 
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II MATERIALS AND METHODS 

Experiments were carried out at 35 °C, because the 

optimal temperature for the growth of microorgan-

isms lies between 20 and 40 °C. 

Both sewage sludge and specially enriched bac-

teria solutions [2] were used for our tests.  

Two different constructions of MFCs were 

tested. The first type was carried out as a two 

chamber fuel cell where the anaerobic and aerobic 

compartments were separated by a proton ex-

change membrane made of Nafion
® 

[3]. The anode 

compartment contained bacteria or sewage sludge, 

while the aerobic part was filled with a K3Fe(CN)6 

solution which facilitated the electron transfer 

from the cathode to the final electron acceptor 

oxygen. The electrodes were made of graphite 

rods. Oxygen was bubbled into the solution con-

tinuously to guarantee oxygen saturation. 

The second construct was done as a single 

chamber microbial fuel cell [4]. The anode com-

partment was designed in the same way as for the 

other setup, while instead of a second compart-

ment, an air cathode was used in this case. 

To get information about the condition of the fuel 

cells, they were monitored both online (current, 

voltage and redoxpotential) and offline (pH, COD, 

volatile suspended solids (VSS), volatile fatty 

acids (VFA), optical density (OD) and gas compo-

sition). Glucose, acetate, lactic acid, propionic acid 

and a synthetic feed representing maize silage 

were taken as examples for substrates with high 

energy content. 

III RESULTS AND DISCUSSION 

Main objectives of the project were to test different 

constructions for Fuel Cells and to demonstrate the 

possibility to generate electricity using sewage 

sludge and to work out a stable characterisation of 

working conditions to provide a stable performance 

of the MFCs. 

Different conclusions could be drawn from the 

performed experiments: electricity generation from 

sewage sludge without special inoculation or enrich-

ment of bacteria is possible. Electricity generation is 

dependent on the pH of the solution and the concen-

tration of volatile fatty acids. 

For proper operation of the fuel cell it is neces-

sary to keep the pH of the solution in the anode 

compartment to a value between 6,5 and 7,5. The 

highest cell voltage was reached at a neutral pH. 

The formation of a functional biofilm on the anode 

seems to be a requirement for current generation. 

Power densities up to 160 mW m
-2

, with a cell 

voltage of max. 0,4 V could be reached. Moreover, 

different substrate compositions and concentra-

tions and general conditions for a stable perform-

ance in order to increase the power-output were 

tested. Artificial maize silage, glucose, acetate, 

and lactate as well as propionic acid are suitable as 

substrate. When propionic acid was used as a sub-

strate, power generation occurred rather slowly. 

Although power output of MFCs is still quite low, 

new constructions will lead to a far better perform-

ance, so there could be lots of future applications for 

MFCs as alternative energy sources in many different 

regions. 

IV CONCLUSION 

Two different types of microbial fuel cells were 

tested for generating power out of sewage sludge 

or enriched bacteria solutions. Electricity genera-

tion directly from sewage sludge was possible, 

power densities up to 160 mW m
-2

, with a cell 

voltage of max. 0,4 V were reached. Many differ-

ent substrates are appropriate to the fuel cells. 
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Abstract — Sulphide generation in sewers and 
waste water facilities is a world wide problem and 
much research has been done concerning this issue 
to determine its causes, effects, prevention and 
control. Due to the lack of experience in Austria the 
Federal Ministry of Agriculture Forestry Environ-
ment and Water Management initiated the project 
„KUGPIA“(Korrosions- und Geruchsprobleme in 
Abwasserdruckleitungen: Odour and Corrosion 
problems in pressure sewers). Within this project 
investigations were carried out in several pressure 
mains from different waste water treatment plants 
(WWTP) in order to assess the efficiency of the 
available technologies to control sulphide genera-
tion. 

I. INTRODUCTION 
Sewers are necessary to collect and dispose waste 
water to the WWTPs. Long residence times of waste 
water in these facilities allow bacteria to use up oxy-
gen and nitrate leading to anaerobic conditions. As a 
result of anaerobic processes organic acids and sul-
phide are produced. Attached bacteria growth at the 
pipe wall as biofilm is mainly responsible for these 
processes. Waste water composition, temperature, 
pH and pipe dimensions are also considered to be 
decisive factors for sulphide generation. 

Dissolved sulphide is not only a possible cause for 
bulking sludge in WWTPs, but due to the pressure 
decrease may as well leak from the waste water into 
the atmosphere at the discharge point of the pipe.  

Apart from its annoying odour (odour threshold 
between 0,002 and 0,15 ppm), H2S at higher concen-
trations can be as toxic as HCN and has already 
caused many fatal accidents in sewer systems. Sul-
phide production is also a main cause of corrosion 
problems, due to its biochemical oxidation to sul-
phuric acid under aerobic conditions. Corrosion 
processes related to hydrogen sulphide can lead to 
considerable damage, especially in concrete sewers 
[1]. 

Because of these reasons, sulphide was chosen as 
an indicator for anaerobic conditions in the sewer. A 
prototype monitoring station for observation of hy-
drogen sulphide production related processes was 

installed at a discharge point of a pressurized sewer 
pipe [2]. The concept of the monitoring station aimed 
at low cost of the applied sensors, easy installation 
and low maintenance demand. Different probe sys-
tems were applied, such as a multi-electrode in-situ 
probe for ion sensitive electrodes (S2- and NO3

-) and 
electrodes for pH and redox. Reference sulphide 
measurements were carried out using the methylen-
blue method (DIN 38405-D26). 

Several technologies have been proposed to con-
trol hydrogen sulphide in sewers. Most of these try to 
prevent or control sulphide generation. Within this 
project some of the most applied technologies like 
pipe “pigging” or mechanical cleaning to remove the 
biofilm from the pipe wall, pneumatic waste water 
transport to minimise retention times, air or oxygen 
supply or addition of nitrate salts to avoid anaerobic 
conditions were tested. Finally the addition of iron 
salts proposed to eliminate accumulated sulphide by 
precipitation was also evaluated. 

II. RESULTS 
It was observed, that there are many effective meth-
ods to control sulphide generation. However, depend-
ing on the characteristics of the pressure sewer, some 
methods may be more suitable and efficient than 
others. 

In existing pressure sewers, chemical addition of 
nitrate and iron salts was successfully tested (Figure 
1 and Figure 2) and can be recommended due to its 
easy adaptability. 
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Figure 1: Fe (II) and Fe (III) dosage 
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Figure 2: Nitrate dosage 

 
For the selection of the intended chemical, local 

conditions for a pre-evaluation of the sulphide poten-
tial [3], possible chemical wastage and costs must be 
taken into account. 

A comparison of the different treatment methods 
with addition of chemicals for the control of sulphide 
generation is shown in Figure 3. 
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Figure 3: Costs of chemical addition 

 
These costs depend on the costs of the chemi-

cals and their relevant concentration of active 
component. In this project the following data ap-
ply: 

- FeCl2: 2,51 kmol Fe2+/t and 345 €/t 
- FeCl3: 2,47 kmol Fe3+/t and 245 €/t 
- Fe(NO3)3: 1,32 kmol Fe3+/t, 3,97 kmol 

NO3/t and 790 €/t 
- Ca(NO3)2: 5,46 kmol NO3

-/t and 240 €/t 

As can be seen from the graph the costs for 
chemical dosage vary between 4,9 and 45,8 
cent/m3. Since sulphide generation depends on the 
characteristics of the pressure sewer, the specific 
cost per m3 waste water can vary accordingly as 
can be seen from the three different costs for the 
three different sewers of the RHV NSW, where the 
same chemical (Ca(NO3)2) was applied (Figure 3).  

For the alternative treatment methods, in which 
no chemicals were used, operating costs were 
based on either material used and labour costs 

(pigging) or consumption of electricity (air supply 
systems). 

The traditional “pigging” was shown to have a 
very short lasting effect in comparison with its high 
price and therefore application is limited to few 
cases. On the contrary, a “pigging” with Leca® 
(Light expanded clay aggregate) combined with the 
chemical addition, was observed to reduce the con-
sumption of chemicals for approximately one week. 

The use of adsorptive chemicals like zeolite to re-
move sulphide from the water was not effective. This 
was probably because of a saturation of its adsorption 
capacity by other waste water compounds. 

Pipe cleaning with pure water could be a low cost 
alternative for short and thin pipes, only limited by 
the availability of nearby water sources and the ca-
pacity of the WWTP to cope with the resulting dilu-
tion.  

Before designing new pressure sewers, the cost ef-
ficiency of systems for sulphide control such as 
pneumatic waste water transport or air/oxygen supply 
should be evaluated. Air supply can especially be 
recommended in cases of high sulphide generation 
potential like small diameter pipes collecting high 
concentrated waste waters. While this alternative can 
also be adopted in existing pipes, a pneumatic waste 
water transport system cannot be retrofitted.  

The selection of the pressure sewers within this 
project covered a wide spectrum of pipe dimensions 
(pipe diameters from 80 until 440 mm) and different 
installations (simple pipes until pipes connected in 
series with intermediate pumping stations). The costs 
of the applied methods varied between 0,03 and 0,30 
€/m3 waste water and between 8 and 20 €/kg treated 
sulphide. For average residence times in the range of 
3 and 6 hours and pipe lengths between 3 and 5 km 
additional costs of about 0,05 €/m3 waste water are to 
be expected. 
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Abstract — Nowadays, water disinfection with 
ultraviolet radiation becomes increasingly impor-
tant. This work presents a simulation method to 
predict the disinfection efficacy of an UV disinfec-
tion reactor and compares the results to biodo-
simetric measurements to assess the achieved accu-
racy.  
Multiple CFD simulations have been performed,  
particle tracks were generated and the radiation 
field inside the reactor has been modelled. The 
reduction equivalent fluence (REF), an important 
quantity in biodosimetry, has been calculated. 
The simulated pressure loss of the reactor agreed 
very well with the experiments. Despite a lack of 
experimental data for certain parts of the disinfec-
tion process, good predictions of the REF were 
obtained. Average error values varied between 7 
and 25%, depending on the chosen radiation model. 

I. INTRODUCTION 
Disinfection of potable and wastewater using addi-
tives like chlorine or ozone has a long tradition. 
Nowadays, water treatment with ultraviolet (UV) 
radiation becomes increasingly important. Disinfec-
tion facilities exist in various sizes, ranging from 
conventional single-lamp reactors to multi-lamp 
arrays with up to 8000 lamps for waste water treat-
ment. Commonly, quasi-monochromatic (low pres-
sure) as well as polychromatic (medium pressure) 
ultraviolet lamps are employed whose radiation per-
meates the water flow. Pathogenic micro-organisms, 
which are present in the fluid, are deactivated by the 
incident photon rays and lose their danger of infec-
tion for humans. 

Currently, reactor disinfection efficacy is judged by 
means of biodosimetric measurements: Water flow-
ing through the reactor is spiked with micro-
organisms of known concentration. When determin-

ing the concentration of viable micro-organisms after 
passing through the reactor, a reduction value is 
obtained, which can be used to calculate the Reduc-
tion Equivalent Fluence (REF). The exact procedure 
of certifying UV disinfection reactors, which is 
specified in the ÖNORM M 5873-1 [1], is complex 
and costly. 

There has been extensive research going on concern-
ing the different aspects of UV disinfection model-
ling. It would exceed the scope of this paper to name 
even most of the relevant publications which were 
examined, therefore only a small number of publica-
tions is cited [2-5]. 

The aim of this work is to combine the different 
aspects of Ultraviolet Disinfection (UVD) into an 
overall simulation of a small UVD reactor. This 
simulation includes Computational Fluid Dynamics 
(CFD) simulation of the water flow, particle tracking 
of micro-organisms in the water and radiation model-
ling of the radiation emitted by the UV lamp. As a 
result, the calculated disinfection efficacy of the 
UVD reactor is compared to available data from 
multiple certification procedures. This comparison 
will help to judge if the achieved accuracy is suffi-
cient for including the developed procedure into the 
design process of UV disinfection reactors. Eventu-
ally, using simulation techniques, analyses of UV 
reactors shall provide the basis for reliable geometric 
optimisation at design time without incurring the cost 
of prototype certification procedures. 

II. METHODS 
 The attained REF depends on a combination of 
multiple effects, namely fluence rate distribution of 
the UV lamp in the reactor chamber, mass flow and 
UV transmittance of the water, as well as geometric 
and hydrodynamic properties of the reactor. 
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A. THE UVD REACTOR 
The modelled reactor is a single low-pressure lamp, 
closed-channel, axial flow reactor designed for flow 
rates ranging from 0.7 to 6m3/h, with a lamp power 
rating from 60 to 130W. The reactor vessel had an 
inner diameter of 100mm and a length along the 
main axis of 1048mm. The quartz sleeve protecting 
the UV lamp was located along the main axis of the 
reactor and had an outer diameter of 30mm, running 
along the entire length of the reactor. 

B. COMPUTATIONAL FLUID DYNAMICS 
From the validation reports, data for 23 different sets 
of operational parameters (“cases”) were available. 
For these cases, steady-state calculations have been 
carried out using the realizable-k-ε turbulence model. 
It is possible that significant fluctuations occur in the 
water flow, which influence disinfection results, but 
cannot be reproduced by steady-state calculations. 
Unfortunately, at the time being, unsteady calcula-
tions were computationally too expensive to perform, 
especially in light of potential future industry appli-
cations of UV disinfection simulation. 

C. PARTICLES 
Particle tracks were calculated by solving the force 
balance equation for the particle in question. Ap-
proximately 26000 particle tracks were calculated for 
every case using a discrete random walk approach to 
allow statistically reliable calculations. 

D. RADIATION MODELLING 
Several radiation models have been implemented, 
which exhibit different degrees of physical realism. 

There exists, however, one major limitation of the 
radiation modelling: The UV conversion efficiency 
judges the lamp’s performance in converting electri-
cal power to radiation. Because this value is difficult 
to determine experimentally, the efficiency had to be 
calculated indirectly. This was achieved by compar-
ing available UV sensor readings with results from 
radiation models, thus “calibrating” the efficiency to 
a certain radiation model. Therefore, the calculated 
REF depends on the calculated efficiency value. 

III. RESULTS 
To compare the CFD results against the experiments, 
pressure loss data were available from the validation 
reports. A quadratic fit (R²=0.9981) has been calcu-
lated, and the CFD pressure loss information has 
been compared to these two data sets. The mean of 
the absolute values of the error (in %) has been cal-
culated. Compared to the experiment and fit, mean 

values of 5.4 and 3.2%, respectively, have been ob-
tained. 

When combining particle tracks and radiation data, a 
fluence value is calculated for every simulated parti-
cle. From the whole set of particles, a REF value is 
obtained. The resultant REF values are compared to 
experimental data for every case. Mean and standard 
deviation of the error have been computed. For the 
different implemented radiation models, mean errors 
between 7 and 25% have been found. The standard 
deviations are relatively high, ranging from 8.9 to 
15.4%. 

IV. CONCLUSIONS 
A simulation method to predict UV reactor disinfec-
tion performance has been presented. Calculations 
have been performed for several radiation models 
and have been compared to biodosimetric measure-
ments. Considering the limited amount of available 
experimental data for the flow field and fluence rate 
distribution, good predictions of the REF were ob-
tained. The potential use of this method for designing 
and improving UVD reactors has been demonstrated. 

Future work will encompass unsteady CFD calcula-
tions, which will yield unsteady particle tracks. Fur-
thermore, different reactor geometries can be exami-
ned. Ray-tracing can additionally be employed to 
include reflection at the reactor walls. 
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Abstract — The aim of this work was to assess the 
contribution of wood burning to PM10 in Austria, as 
well as its seasonal and spatial variabilities. 

INTRODUCTION 

The numerous exceedance occurrences of the 
PM10 limit values have lead Austrian local 
authorities to seek after the sources of the ambient 
particulate matter. 

In the scope of source apportionment, it is a 
major issue to identify and quantify molecular 
macrotracers specifically related to the variety of 
sources contributing to PM10. Levoglucosan, a 
pyrolisis degradation product of cellulose (the main 
constituent of biomass), has been reported as an 
exclusive tracer for biomass burning [1]. 

EXPERIMENTAL 

Aerosol samples were collected on quartz fibre 
filters in three Austrian cities: four sampling sites in 
Vienna, three in Salzburg as well as in Graz, as part 
of the local air quality monitoring network operated 
by local authorities. 

In all three cities urban sampling sites were 
backed with a rural and a suburban one in order to 
determine the local background aerosol 
concentration and the urban impact in each city [2]. 
The data set comprises High Volume aerosol 
samples collected on a 24 hours basis during the 
year 2004. In addition to ambient aerosol samples, 
source profiles of potential contributors to PM10, 
e.g. wood combustion and road dust samples, were 
analysed. 

The use of high pH anion exchange and pulsed 
amperometry (HPAE-PAD) allowed the separation, 
identification and quantification of different 
anhydrosugars, sugars and sugar alcohols, among 
which levoglucosan. 

The contribution of wood burning to PM10 can be 
derived from the levoglucosan ambient 
concentration using the following formula: 

)(1,1*)(7,135,7 ipOMLevoWB ∗∗= , (1) 

where WB is the wood burning particles 
concentration, Levo, OM and ip are the 
levoglucosan, organic matter and inorganic part 
concentration, respectively. 

RESULTS 

The data set allows the determination of the 
annual trend as well as spatial variations between 
different kinds of stations and the different cities. 

Levoglucosan shows a highly differentiated 
pattern between the cold and the warm season, 
peaking during the winter, thus evidencing the high 
contribution of wood burning to PM10 during that 
season. 
The analysis of source samples supports that 
levoglucosan is exclusive to biomass burning  
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Abstract — Biogas, which is obtained by anaero-
bic fermentation with compositions of about two 
thirds methane and one third carbon dioxide, has to 
be purified when fed into public natural gas grids. 
Therefore experimental and numerical investiga-
tions are presented regarding the adsorptive sepa-
ration of carbon dioxide by means of a weekly basic 
anion exchange resin. Adsorption isotherms as well 
as kinetic data for carbon dioxide, methane and 
water vapour are given. Furthermore numerical 
calculations have been done for the determination 
of the temperature profile and breakthrough during 
thermal regeneration. 

I. INTRODUCTION 
In a number of industrial processes it is advantageous 
removing existing gaseous carbon dioxide prior 
further processing. In the present work the main goal 
lies on purifying biogas up to the requirements of 
natural gas quality, called the “upgrading” of biogas, 
with the objective of feeding the obtained gas into the 
public natural gas grid. Generally, by reduction of 
gas streams in terms of flow rate, mechanical power 
can be saved when utilising compressors as well as 
apparatuses can be designed in smaller dimensions. 
Hence the potential of saving on both operational and 
investment costs is given. Furthermore such a proc-
ess could be applied to the purification of gas streams 
for catalytic processes like steam reforming or for 
product gases with specified purity. 

II. ADSORBENT 
As the adsorbent material a weakly basic bidispersed 
anion exchange resin of the type DIAION WA21J 
supplied by Mitsubishi Chemicals Co. has been used. 
The same type of adsorbent was investigated by [1], 
[2], [3], [4] and various other authors with applica-
tions like life-support systems or the separation of 
acidic gases. 

The used adsorbent is a highly porous resin con-
sisting of a polymeric matrix made of polystyrene 

while the functional groups are formed by tertiary 
amines as shown in Figure 1. 

 

Figure 1: Chemical structure of the adsorbent 

Unlike zeolithes this anion exchange resin shows 
no negative influence on the adsorption of carbon 
dioxide in the presence of water vapour. Quite the 
contrary, the adsorption capacities were found to 
increase by various researchers. 

III. THERMOGRAVIMETRIC ANALYSIS 
As a first step adsorption experiments were con-

ducted by means of thermogravimetric analysis. 
According to the adjusted temperature program and 
variations in the carbon dioxide partial pressure the 
equilibrium isotherms, as shown in Figure 2, were 
obtained for carbon dioxide for various temperatures. 
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Figure 2: Equilibrium isotherms of CO2 on WA21J 
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Analogically, the determination of the equilibrium 
adsorption isotherm for methane was carried out. 
Since the adsorbent showed only a small capacity for 
methane, the measurements were only done for 25 °C 
(Figure 3). 
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Figure 3: Equilibrium isotherm of CH4 on WA21J 

The differences in the nature of adsorption of wa-
ter vapour and carbon dioxide was also investigated 
and can be seen in terms of the kinetics in Figure 4. 
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Figure 4: Kinetics of carbon dioxide and water 

Summed up, the utilized anion exchange resin ex-
hibits a very high capacity for carbon dioxide and the 
kinetics for carbon dioxide are very fast. In contrast 
the adsorbent shows a very low capacity for methane 
and therefore it can be seen as very selective for the 
separation of carbon dioxide. 

Further high affinities for water vapour but slower 
kinetics could be observed. 

IV. NUMERICAL CALCULATIONS FOR TEM-
PERATURE SWING REGENERATION 
AND ADSORPTION APPARATUS 

For further research in the application of the used 
adsorbent in upgrading biogas and the design of an 
adsorption apparatus, numerical calculations have 
been made regarding the thermal swing regeneration. 

A transient, two-phase model, which takes into ac-
count the dispersion and the wall heat transfer, was 
used for these calculations based on the model de-
rived by [6]. The code and calculations were accom-
plished in the commercial software package Math-
Lab. 

A typical chart of the temperature profile for ther-
mal regeneration of the adsorbent in a packed bed 
process is depicted in Figure 5. 

 

Figure 5: Temperature profile for regeneration 

As mentioned above, a laboratory scale adsorption 
plant has been developed and set up based on the 
calculations for reasons of verification of the model. 
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Abstract — As alternative energy resources be-
come increasingly important, innovative energy 
technologies are needed to meet tomorrow’s de-
mands. In this work, a biomass-based large-scale 
polygeneration plant yielding liquid transportation 
fuels such as gasoline and diesel, electric power, 
and district heat is characterized and evaluated by 
means of stationary computer simulation. The re-
sults prove the high energy efficiency of such con-
version strategies and highlight the flexibility of 
combined processes, which lead to economically 
viable technologies for decentralized energy supply. 

I. INTRODUCTION 
Due to the extensive use of fossil resources such as 
crude oil, coal and natural gas for power generation, 
heating and transportation, reserves will reach deple-
tion in the long run. Additionally, atmospheric accu-
mulation of CO2 as a result of anthropogenic green-
house gas emissions is becoming increasingly impor-
tant, as severe effects on climate conditions are likely 
to be expected [1].  

Therefore, alternatives must be found so as to both 
secure energy supply in the future and allow for 
sustainable and environmentally friendly energy 
services. 

Biomass is one of the most promising renewable 
resources, offering a wide variety of applications 
through thermo-chemical conversion. As a result of 
biomass gasification, a valuable synthesis gas, con-
sisting primarily of CO and H2 is obtained, which 
can subsequently be used for the production of liquid 
and gaseous transportation fuels, power generation, 
and the supply of district heat [2].  

In polygeneration plants, not the optimization of 
one of these products individually, but the well-
balances cogeneration of all products is focused at, 
leading to synergetic advantages and increased over-
all efficiencies.  

II. TECHNOLOGY DESCRIPTION 
The production of transportation fuels, power and 

heat from biomass follows a multi-stage conversion 
chain, as illustrated in Figure 1.  

 

Biomass Synthesis gas

Diesel

Electricity

District heat

Gasoline

 

Figure 1: Basic concept of biomass-based  
polygeneration plants 

− Gasification 
Transformation of woody biomass into syn-
thesis gas [3] 

− Fuel synthesis 
Catalytic Fischer-Tropsch fuel synthesis  
(cf. [4]) 

− Power generation 
Combustion of FT-offgas in gas engine, use of 
process heat in an ORC [5] 

− District heat 
Collection of low-temperature heat and use for 
local heating 

III. APPROACH 
In order to design and evaluate a 30 MWfuel power 
polygeneration plant concept, a stepwise procedure is 
used (cf. Figure 2).  

In an initial step, the different unit operations in-
volved (gasification, Fischer-Tropsch synthesis, gas 
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engine, heat recovery, etc.) are combined to a feasi-
ble plant concept. 

Then, models for all conversion steps are estab-
lished. Especially for gasification and FT-synthesis, 
chemical reactions are modelled. The plant is then 
implemented into a stationary simulation software 
and thus analyzed. 

Mass- and 
Energy balances

Mass- and 
Energy balances

Modelling 
and Simulation

Modelling 
and Simulation

Process DesignProcess Design

 

Figure 2: Schematic representation of the  
scientific approach 

From this, mass and energy balances are obtained 
which serve as a basis for subsequent plant optimiza-
tion. In the end, profound data for the concept 
evaluation is thus available. 

IV. RESULTS AND DISCUSSION 
As shown in Table 1, polygeneration plants allow for 
the combined production of transportation fuels, 
electric power and district heat in high efficiencies.  

 
Fuel power kW 30000 % 100

Gross el. production kW 6358 % 21,2
In-plant consumption kW 2735 % 9,1
Net el. production kW 3623 % 12,1

Fuel production t/a 5297 % 26,9

Thermal power kW 13437 % 44,8

Total gross efficiency - % 92,9
Total net efficiency - % 83,8  
 

Table 1: Results for a 30 MWfuel power  
polygeneration plant 

 
Based on a fuel power of 30 MW, more than 3.5 

MW of electric power are produced, and more than 
13 MW of thermal power are obtained. Furthermore, 
renewable fuels are synthesized, adding up to nearly 
5300 tons per year.  

Since fuel economy is one of the most important 
optimization goals, the high total net efficiency of 

nearly 84 % shows the advantages of decentralized 
energy centres, since the utilization of low tempera-
ture heat for heating purposes is possible. In large 
scale, specialized facilities, where transportation 
fuels or electric power are maximized exclusively, 
the use of district heat is generally not possible. 
Hence, polygeneration plants offer the possibility to 
supply modern energy carriers efficiently from bio-
mass and actively contribute to a sustainable regional 
development. 
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Abstract — This work is part of a large project, 
which aim is to identify and quantify sources for 
PM10-emission in Austrian urban regions. The data 
of an one-year sampling period at three sampling 
sites in Vienna will be presented and discussed, 
focusing on the urban impact, the increase of the 
immission level in urban areas. 
As main analytical methods for metal analysis ICP-
AES and ETAAS following a microwave supported 
sample digestion, were used. 

I. INTRODUCTION 
Non-attainment of particulate matter air quality stan-
dards is a frequently observed problem encountered 
in many US and European cities. [1,2] The European 
Commission has included PM10 limit values for PM 
monitoring in the new air quality directive. The new 
EC Directive establishes an annual daily limit of 40 
µg PM10 m-3, and a 24 h limit value of 50 µg PM10 
m-3, which should not be exceeded more than 30 
days per year.  

For a targeted reduction of PM10 levels, detailed 
knowledge of sources and there respective contribu-
tion to the PM levels is required. Balancing total 
PM10 mass by chemical species or groups of com-
pounds and multiple approaches including receptor 
sites outside the regulated area have been proposed to 
reduce the uncertainties specified above. [3,4,5]  

II. SAMPLING AND ANALYSIS 
PM10 samples were collected at three sites in Vi-
enna, throughout the complete annual cycle of 2004. 
One site was heavily influenced by traffic emissions, 
the second was placed in a residential area and the 
third positioned within a remote emission area at the 
border of the city. 

PM10 samples have been analyzed for total, or-
ganic and elemental carbon, individual organic com-
pounds, water soluble ions and selected trace metals 
and mineral components. Si and Al were measured 

via XRF, Ca, Mg, Fe, Zn, Cu, Ti, Mn, Pb, As, Sb, 
Sn, Ba, Sr, Co, Cd, Cr, Ni and V contents of airborne 
particulate matter samples were determined using 
ETAAS and ICP-AES. 

III. RESULTS 
PM10 aerosol samples were analyzed to determine 
the seasonal variation of Si, Al and selected trace 
metals at the investigated sampling locations. At all 
sites the seasonal variation of the measured elements 
was very similar showing decreased concentrations 
in the warm period of the year and increased concen-
trations in the cold season. Generally the seasonal 
pattern of an individual aerosol constituent depends 
on meteorological variations and changes in the 
source emission and transformation rates of the in-
vestigated species. 

Due to this multiple site approach – local back-
ground and inner city – it was possible to determine 
an “urban impact” which was calculated from the 
difference between the observation at urban and local 
background sites. Annually averaged mineral and 
trace metal PM10 concentrations at the inner city 
sites were up to 4 times higher than at the local back-
ground site, for some elements only equal amounts 
were determined, which implicates that the urban 
impact ranges from not detectable to approximately 
300%.  
 

IV. CONCLUSION 

In this presentation, we show that the major part of 
the urban PM10 metal content is produced inside the 
city, whereas only a minor fraction results from the 
transport of aerosols from outside into the urban area. 

ACKNOWLEDGMENTS 
This work was financed by the provincial gov-
ernments of Vienna. 

229



REFERENCES 
 [1] Chow, J.C.; Watson, J.G.; Lowenthal, D.H.; 

Solomon, P.A.; Magliano, K.L.; Ziman, S.D.; 
Richards, L. W., 1992. PM10 source apportion-
ment in California's San Jaoquin Valley. Atmos-
pheric Environment, Part A:  General Topics,  
26A(18),  3335-54.  

[2] Puxbaum, H., Gomiscek, B., Kalina, M., Bauer, 
H., Salam, A., Stopper, S., Preinig, O., Hauck, 
H., 2004.  A dual site study of PM2.5 and PM10 
aerosol chemistry in the larger region of Vienna, 
Austria, Atmos. Environ. 38, 3949-3958. 

[3] Maenhaut, W.; Schwarz, J.; Cafmeyer, J.; Chi, 
X., 2002. Aerosol chemical mass closure during 
the EUROTRAC-2 AEROSOL Intercomparison 
2000.    Nuclear Instruments & Methods in Phys-
ics Research, Section B: Beam Interactions with 
Materials and Atoms  189,  233-237. 

 [4] Schauer, J.J.; Cass, G.R., 2000. Source Appor-
tionment of Wintertime Gas-Phase and Particle-
Phase Air Pollutants Using Organic Compounds 
as Tracers. Environmental Science and Technol-
ogy, 34(9),  1821-1832. 

[5] Van Dingenen, R. et al. (26 cowriters), 2004. A 
European aerosol phenomenology-1: physical 
characteristics of particulate matter at kerbside, 
urban, rural and background sites in Europe.    
Atmospheric Environment, 38(16), 2561-2577. 

230



Hydraulic Design of Single Stones in Biocorridor 
 

Lea Hašková and Jozef Kamenský (Faculty Mentor) 
Faculty of Civil Engineering 

Slovak University of Technology 
Bratislava, Slovakia 

Email: {haskova,kamensky}@svf.stuba.sk 
 

 
Abstract — Biocorridors (nature-like fishways) are 
categorized as fish passes. Fish passes help to pass 
gradient created by water structure and thus secure 
migration continuity. Single stones can be a part of 
biocorridor channel – stones, placed in river bed, 
producing decreased velocities, bigger depths and 
natural look. Desribed computational algorithm for 
these boulders is based on DVWK standard no. 
232/1996 and Darcy-Weisbach formula - takes into 
account roughness coefficient used in our 
standards. The depth difference ∆y shows that 
single stones, in same conditions in river bed, 
increase depths by round 40%.  

I. BIOCORRIDORS 
Biocorridor – a substitute pathway, whit the character 
of natural stream, which forms longer bypass river 
bed with natural surface imitation. It is formed as a 
boulder bed with continuous river bottom, spreaded 
by coarse gravel sand, with sloped banks, slowly 
flow and cascade water surface. 

A. PARTS OF BIOCORRIDOR RIVER BED 
Biocorridors have to have various topography, thus 
shallow sections are varied with  non shallow 
intersections. This supports species diversity of 
aquatic habitat. The effect of flowing torrent is 
reached by placing of following components in 
biocorridor river bed: 

− rocky chutes – boulder system in bottom of 
river bed, they copy torrent sills, they stabilize 
bed slope conditions, 

− sills in bottom of river bed, riverbed drops – 
structures from rip-rap, partitialy interfere in 
flow profile and thus produce effective 
roughness, 

− single stones – boulders individualy placed in 
river bed on certain length, they don´t create a 
continual body and increase local 
macroroughness. 

B. BIOCORRIDOR DESIGN PARAMETERS 
These parameters result from a compromise between 
technical solution and requirements of ichthyologists, 

which are based on ichthyofauna abundance on 
natural streams. 

− Discharge – basic parameter, regulated by 
water intake, 

− Flow velocity – small velocities near bottom 
of river bed: 0,2 – 0,5 m.s-1; max. flow 
velocity in river bed: 1,6 – 2 m.s-1, 

− Longitudinal slope of river bed, 
− Water depth, 
− Max. difference of adjacent water surfaces, 

Type of hunting 
ground 

Slope 
io 

Depth 
y (cm) 

Difference 
∆y (cm) 

Trout waters ≤ 1:15 30 - 50 20 
Nontrout waters ≤ 1:20 50 - 80 15 

Table 1: Parameters slope, depth and difference 
depending on type of huntingground 

− Diameter of single stones: ds = 0,6 – 1,2 m, 
− Weight of single stones: 80 – 200 kg, 
− Mutual distance of stones in downstream as 

well as normal direction: ax = ay = (1,5 – 3).ds 

 
Figure 1: Scheme of stones configuration 

II. COMPUTATIONAL ALGORITHM FOR 
SINGLE STONE DESIGN 

Computational relations are in detail described in 
DVWK standard no. 232/1996. This simple 
algorithm enables design of size and numbers of 
boulders, as well as length, on which these boulders 
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will be placed, so required parameters of flow are 
achieved (especially discharge and depth). This 
calculation includes also transformation of 
dimensionless Manning coefficient n, used in 
Slovakia, to German equivalent sand roughness 
∆ (Table 2): 
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1014,84       (1) 

Material Description  n  ∆  (m) 
gravel bed, unworked stone 
banks and cement mortar, 
prismatic gravel channel,       
earth channel with bays 
without vegetation 

0.025 0.0639

concrete bed, riprap banks 0.03 0.1303
gravel bed, riprap banks 0.033 0.1802
vegetation fortification, 
channels with rough face, 
irregular profile 

0.04 0.3176

Material Description ∆  (m) n 
0.06 0.025 river bed from coarse-

grained gravel - gravel 0.2 0.034 
0.2 0.034 river bed from heavy stone 

rockfill 0.3 0.039 
banks from green 0.06 0.025 

0.13 0.030 banks from grass and bushes 0.4 0.044 

Table 2: Transformation n to ∆ and ∆ to n           
(bd = 2,6 m, y = 0,4 m, m = 2) 

Calculation inputs: 
− Q – discharge (given by project requirements), 
− io – river bed slope (according to situation, 

condition io ≤ 0,05 ), 
− m – bank slope (1:m) (trapezoidal cross 

section), 
−  y – water depth, which we want to achieve, 
−  ds – supposed stone diameter (ds = 0,6-1,2 m)  

(this parameter is connected with river bed roughness 
and consequently combined with roughness of banks 
covered by vegetation), 

−  bd – river bed width (bd = 1,5 - 20 m), 
−  l – section length, on which placement of 

single stones is supposed. 
Calculation outputs:  

Given discharge  The number of stone rows  
Computed discharge Mean flow velocity vm 
Number of boulders Max. velocity vmax 

Calculation will end, if given and computed 
discharge become equivalent, whereas this program 
supposes following simplifications – water flows 
round the stones and steady uniform flow is being 
considered.  

Table 3: Single stone design based on real 
parameters 
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Water Structure Žilina Veľké 
Kozmálovce 

Q (m3.s-1) 1,2 0,6 
y (m) 

with stones 0,6 0,7 

bd (m) 5 4 
m 2 1,5 

In
pu

ts
 

io 0,002 0,001 
∆ (m) / n 0,378 / 0,039 0.377 / 0,038 

ds (m) 0,8 0,8 
Stone no. 20 13 

l (m) 14,7 6.4 
vm (m.s-1) 0,323 0.171 

O
ut

pu
s 

vmax (m.s-1) 0,527 0.325 
n (without 

stones) 0,035 0,035 

y (m) 
without 
stones 

0.349 0.336 

C
om

pa
ris

on
 

∆y (m) 0.251 0.364 
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Abstract -– Recent research indicates many 
potential applications of zero-valent iron (Fe) in 
environmental remediation. Using Fe to remove 
contaminants from groundwater could be an 
attractive approach provided it is effective at 
environmentally relevant pH values. This paper 
considers the reduction of two types of organic 
contaminants – nitrobenzene and trinitrophenol by 
iron powder in laboratory conditions. Owing to the 
reduction of the contaminants the voltammetric 
current decreases nearly to zero  in the course of two 
hours. 
 
I. INTRODUCTION 
 
Groundwater is the main source of drinking water, 
but human activities can negative influence its 
quality. A permeable reactive barrier (PRB) is 
considered to be an innovative, green engineering 
approach used to remediate contaminated 
groundwater. According to definition of 
Environmental Protection Agency, PRB is: 
“an emplacement of reactive media in the subsurface 
designed to intercept a contaminant plume, provide 
a flow path through the reactive media and transform 
the contaminant (s) into environmentally acceptable 
forms to attain remediation concentration goals 
down-gradient of the barrier “[1].  

There are several advantages associated with 
implementation of PRB, such as: ability to treat 
a wide range of contaminants (organics, inorganics, 
radionuclides), passive treatment systems, reduction 
of exposure to contaminants, relatively low 
maintenance and operational costs. Suitable 
materials currently employed for use in a PRB as 
reactive materials are: activated carbon, zero-valent 
iron, apatite, zeolites, amorphous ferric 
oxyhydroxide or humic material [2]. The type of 
reactive media primarily depends on both the nature 

of contamination present and the selective 
remediation approach. The main characteristics used 
to determine the type of reactive media are reactivity, 
stability, availability, cost, hydraulic performance 
and also environmental compatibility [3]. 

In our laboratory conditions of using two types of 
contaminants and zero-valent iron as a model  
of  PRB were studied. 
 
 
II. EXPERIMENTAL 
 
The concentration of contaminants was determined 
by voltammetric experiments with the polarographic 
analyzer PA 4 (Laboratory Apparatus Prague). The 
three-electrode system consisted of: 
− a stationary mercury drop-working electrode, 
− a silver chloride electrode with 3 mol dm-3 

aqueous KCl solution–reference electrode, 
− a platinum auxiliary electrode. 
Cathodic voltammograms were recorded with  
a 50mV s -1 scan rate. 
Reaction system was deaerated by purified inert gas 
(nitrogen, argon) before measurement. 
Iron powder, type WV-200 (Kovohuty, Dolný 
Kubín), was used as a reactive material. The grain 
size was up to 45 µm. 

In the case of nitrobenzene reduction the acetate 
buffer of original pH value of 4.65 was used as a 
supporting electrolyte. It was prepared by mixing 
sodium acetate (0.5 mol dm-3) and acetic acid  
(0.5 mol dm-3). All kinetic experiments were 
performed with constant initial concentration 
4.67x10-4 mol dm-3 nitrobenzene.  

Britton-Robinson buffer at pH 1.81 was used as 
a supporting electrolyte in the case of trinitrophenol 
reduction. The composition of the buffer was the 
following: phosphoric acid (0.04 mol dm-3), acetic 
acid (0.04 mol dm-3) and boric acid (0.04 mol dm-3). 
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The initial concentration of trinitrophenol was kept 
constant on value 2.44x10-4 mol dm-3. 

 
III. RESULTS AND DISCUSION 
 
For kinetic studies aromatic contaminants such as 
nitrobenzene and trinitrophenol were used, and iron 
powder with defined specific surface was used as 
reactive material. Reaction of aromatic contaminants 
with Fe powder was treated as kinetics of 
homogeneous reaction, using a pseudo first-order 
rate kinetic law. From pre liminary experiments 
relation between kinetic parameters of reduction 
reaction and surface state as well as size of iron 
powder were found [4]. Reaction of contaminant 
with Fe powder always resulted in a decrease of 
contaminant concentration. 

Nitrobenzene, as electroactive species, gives 
cathodic peak with potential -0.61 V vs. reference 
electrode in acetate buffer. Based on the formulation 
of kinetic equation of first-order reaction, the values 
of rate constant were obtained from dependence ln 
ct/c0 versus time (where c0 is an initial concentration 
and ct is an immediate concentration in time t). 
Figure 1 presents above-mentioned dependence for 
nitrobenzene. 
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Figure 1:  Time dependence of ln ct/co for 
nitrobenzene reduction in acetate buffer. Obtained 

value of rate constant is k= 0.84x10-2 min-1. 
 
 

Trinitrophenol is voltammetrically reduced in 
Britton–Robinson buffer. The height of the reduction 
peak at -0.05V vs. Ag/AgCl decreases continuously. 
Figure 2 enables to obtain the value of rate constant 
for trinitrophenol reduction. From the comparison of 
rate constant values for two contaminants in study is 
obvious, that reduction of nitrobenzene is slower 
than the same process for  trinitrophenol. 
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Figure 2:  Time dependence of ln ct/co for 
trinitrophenol reduction in Britton - Robinson buffer. 

Obtained value of rate constant is  
k= 2.11x10-2 min-1. 

 
 
The precision of measurement of reactions rate by 
iron powder ranges from 3.15 to 13.73 %. Statistical 
evaluation of presented results shows that the method 
seems to be reliable for this purpose. Determined 
RSD values given for the studied powder materials 
with different granulometric description within one 
grain class are acceptable. 
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Abstract — The contribution deals with assessment 
of the directing discharge of water from reservoir. 
For assessment of the directing discharge of water 
from reservoir was chosen the genetic algorithm 
method from large set of optimization methods. The 
solution was computed in MATLAB by Genetic 
Algorithm and Direct Search Toolbox. 
The maim task of this contribution was verified 
efficient using of genetic algorithm for determina-
tion of the controlling quantity in our fictive reser-
voir model, which was demonstrated. 

I. INTRODUCTION 
Catastrophic floods in the year 1997 and 2002 invo-
ked the positive change in consideration perception 
of flood protection in the Czech Republic. That 
displacement was amplified by large range of finan-
cial resources to clearance of claims caused by 
floods, which had to be expended from public bud-
gets. Thousands of homes, buildings, and various 
operations have been destroyed or heavily damaged. 
Hundreds of thousands of people had to be evacuated 
and, most tragically, 92 people died. The efficient 
control of water outflow from reservoirs expressively 
conduces to landscape protection below the reservoir 
against flood discharges. The protection against 
floods is never absolute. We can partially decrease 
the maximum water discharge and highly affect flood 
hydrograph in the majority of cases. That’s why we 
try to get such like arrangements to be able to decrea-
se negative impacts of floods on the least boundary. 
These arrangements can classify into two main de-
partments: 

1. Structural arrangements - we can classify opera-
tions such as: water outflow velocity decreasing 
from a basin (changes of soil cover type, execu-
tion of infiltration belts, main ditches and them 
polder connections), construction of polders, 
controlled inundation etc. These arrangements 
are predominantly very financially sophisticated. 

2. Non-structural arrangements - we could nomi-
nate warning flood system and effective water 
outflow operative controlling from reservoirs. 

Realizations of these arrangements are consid-
erably less financially sophisticated because we 
improve already existing systems. 

II. METHOD 
The contribution deals with assessment of the direc-
ting discharge of water from reservoir. For assess-
ment of the directing discharge of water from reser-
voir was chosen the genetic algorithm method from 
large set of optimization methods. The solution was 
computed in MATLAB by Genetic Algorithm and 
Direct Search Toolbox. 

A. FITNESS FUNCTION CREATION 
To use the Genetic Algorithm and Direct Search 

Toolbox, you must first write an M-file that com-
putes the function you want to optimize (fitness func-
tion). The M-file should accept a vector, whose 
length is the number of independent variables for the 
objective function, and return a scalar. In our case, 
the fitness function was solution of the basic reser-
voir equation by numerical method Runge-Kutta 4th 
order. The basic reservoir equation was formed 

 ( ) ( ) ( ) ( )( )( )utVHOtQ
dt

tdVtV ;´ −==  (1) 

where V(t) is state values (quantity), Q(t) is an in-
put quantity, O(H(V(t))) is controlled quantity and u 
is an action setting (opening of bottom outlets). Res-
ervoir inflow is considered faulty quantity z(t) = Q(t), 
required outflow from the reservoir as a controlling 
quantity w(t), a real controlled outflow as controlled 
quantity y(t) = O (H(V(t));u) as we can see on “Fig-
ure 1”. 

 

Figure 1: Reservoir scheme 
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B. FUZZY REGULATOR TYPE 
Used fuzzy regulator is PI (proportionally - integral) 
type. The describing equation of this regulator is 
substituted by rules contained in base of rules as 
follows: 

if e=<value> and ∆e=<value>  
 then ∆u=<value>,  (2) 

where e – regulation deviation between controlling 
and controlled outflow, ∆e – change of regulation 
deviation, ∆u – change of action opening (e.g. 
change of bottom outlets opening). New determined 
changes of action opening are thus given as sum of 
action opening in previous time step and ∆u change. 
In regulator Mamdani fuzzy inference system is used. 
Defuzzification is done with method of area centre. 
Used membership functions of inputs and output 
quantities of fuzzy regulator are shown on “Figure 
2”. 

 

 

 

Figure 2: Membership functions of input and out-
put quantities of fuzzy regulator 

III. CONCLUSION 
Reached findings showed on “Figure 3”, that in the-
ory the controlling quantity w(t) would be equal the 
maximum water discharge from reservoir. The result 
of controlling quantity w(t) calculated as 331,8 m3s-1 
by using the genetic algorithm and the good value of 
maximum water discharge from reservoir y(t) corre-
sponded 336,7 m3s-1. In fact, the accuracy of this 
optimization is directly comparable with computing 
time length of the solution. The computing time 
length was equal 4,5 hours on PC AMD 1800+, 

RAM 512 MB. This accuracy depends on fuzzy 
regulator accuracy too. 

The maim task of this contribution was verified ef-
ficient using of the genetic algorithm for determina-
tion of the controlling quantity in our fictive reservoir 
model, which was demonstrated. The disadvantage is 
only great time demand for optimization depending 
on accuracy of the solution. 

 

Figure 3: Discharge from reservoir and percentage 
opening of bottom outlets 
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Abstract —  The usage of industrial waste is 
economically and ecologically advantageous, it 
spares raw materials and energy. Annual 
production of fly ash was 1690 million tons in 
2004 in Czech republic. It was used as a 
secondary raw material only 178 thousand tons. 
Fluidized fly ash is a product of a relatively new 
technology of combustion, so-called fluidized 
combustion. Fluidized fly ash is volume and 
temperature unstable. On this account it almost 
can´t be used for production of building 
materials.  
For the new technology of processing of 
sintered fly ash aggregate will be used fluidized 
fly ash. This paper provides details of a first 
period of the development in which it is 
searched mixtures suitable for processing of the 
aggregate. 
 

I. INTRODUCTION 
 
All of the high-tech countries make in last 
decades intensive research of processing 
capabilities of various kinds of waste as 
secondary raw materials. The usage of industrial 
waste is economically and ecologically 
advantageous, it spares raw materials and energy. 

In Czech Republic there is more than 70% of 
heat energy obtained from coal combustion. It 
eventuates in relative high production of waste 
fly ash, which originates from coal combustion as 
a tough product. Annual production of fly ash 
was 1690 million tons in 2004. It was used as a 
secondary raw material only 178 thousand tons. 

Properties of fly ashes are indeterminate and 
affected by quality of burned coal and by 
technology of combustion. Classical fly ash is a 
reaction product of a blast furnace comb ustion 
and can be used as a secondary raw material for 
variety of technologies in production of building 
materials. Fluidized fly ash is a product of a 
relatively new technology of combustion, so-
called fluidized combustion. The problem is that 
the fluidized fly ash is volume and temperature 

unstable. On this account it almost can´t be used 
for production of building materials. 

In Czech Republic the fly ash is used for 
processing concrete, mortar, cement and bricks. 
The using of fly ash for processing of artificial 
aggregate was ended a few years ago. Reason of 
this ending was obsolete and economically 
ineffective technology of processing. 
Nevertheless, the produced aggregate were in 
great range used for production of high quality 
light-concrete and common concrete too. Number 
of building companies gave an indication of this 
produced aggregate.  

All these factors helps in generating renewed 
interest in innovating the technology of 
production sintered fly ash aggregate in Czech 
Republic.  
 

II. RAW MATERIALS 
 

A. FLUIDIZED FLY ASH 
Fluidized fly ashes represent a new category of 
fly ashes, which are formed by fluidized 
combustion of powdered coal and lime stone or 
dolomit by temperature 850°C. This technology 
was developed for fuel gas desulphurization, it 
means removal of sulphur dioxide, which 
originates by burning of sulphur contained in 
coal. During the dissociative process the released 
SO2 is bound to the CaO by creation of CaSO4. 

Fluidized fly ashes are characterized by 
increased content of CaO (15 – 35%). According 
to the low temperature of combustion, free CaO 
exists in form of so-called soft burnt lime, it 
means it is reactive.[1] 

B. COAL MULLOCK 
Raw materials should contain certain amo unt of 
combustible constituent, so that after firing and 
air inlet they are able to burn with themselves. 
For fly ash containing low content of combustible 
constituent it is used coal mullock as an addition. 
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C. CLAY 
Clay is cheep and appropriate binder to imp art 
cohesive strenght to the pelletized nodules. 
 

III. PRODUCTION METHOD 
 
Sintered fly ash light-weight aggregate can be 
produced by mixing fly ash with clay and coal 
mullock (if they are used) and then nodulizing it 
in pelletizer with proportionate quantity of water. 
The balls are then dried and sintered under 
controlled temperature conditions. The hot 
sintered material is allowed to cool to room 
temperature and crushed in the jaw crusher. [2] 
 

IV.  DEVELOPMENT OF MIXTURES 
 
In the first period of the development it is 
searched mixtures suitable for processing of the 
aggregate. For these mixtures it is used classical 
and fluidized fly ashes from power stations and 
heating power stations from whole Czech 
Republic. It was compounded these mixtures:  

− classical fly ash + water, with (10, 20%) or 
without clay,  

− fluidized fly ash + water, with (10, 20%) 
or without clay,  

− classical fly ash (90, 80, 70, 60%) + 
fluidized fly ash (10, 20, 30, 40%) + water, 
with or without clay. 

It is made samples of dimensions 
40x40x160mm from each mixture. After 
hardening the samples are dried in a drying plant 
by temperature 130°C and 170°C. Then the 
compressive strength, tensile strength and 
absorptivity are monitored. According to the 
results the suitability of the mixtures for 
processing the aggregate is evaluated. 
 

V. CONCLUSION 
 
From measured values of compressive strength of 
mixtures with various ratio of classical and 
fluidized fly ash result, that increasing amount of 
fluidized fly ash increases compressive strength 
too. The highest strength reach mixtures with 
100% of fluidized fly ash. 

Influence of clay as addition is as follows. 
Generally we can say, that addition of clay to the 

mixture with fluidized fly ash implicates 
decrease of compressive strength. On the 
contrary, mixtures with classical  fly ash and clay 
have higher strenght than mixtures without this 
addition. The strenght rises with higher ratio of 
clay.  

Dependence of compressive strength on 
temperature of drying is the same for mixtures 
with classical fly ash and fluidized fly ash too. 
Measured values reflect, that lower temperature 
of drying causes higher compressive strength. 

In the next period of the development it will be 
examined influnce of the indeterminate 
composition of individual kinds of fly ashes on 
the properties of mixtures. It also will be review 
the influence of chemical composition and 
physical properties of the fly ashes on the quality 
and the properties of the mixtures. 
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Abstract — A one-dimensional steady state model 
of the combustion reactor of a dual fluidized bed 
biomass steam gasification system has been 
developed. The combustion reactor is operated as 
fast fluidized bed (riser) with staged air 
introduction (bottom, primary and secondary air). 
Parameter variation at the simulation model shows, 
that the residual char from the gasifier is only 
partly converted in the riser. Uncombusted char is 
circulated back into the gasification reactor and 
leads to an increase of char hold up in the dual 
fluidized bed system. The temperature profile 
predicted by the model is in good agreement with 
the values measured at 8 MW (fuel power) plant in 
Guessing/Austria. 
 
I.   INTRODUCTION 
 
There is a large potential for biomass utilization as a 
renewable energy source. Efficient conversion of 
solid biomass (i.e. wood chips) to a medium calorific 
product gas by means of steam gasification allows 
the combined production of heat and power (CHP) 
[1]. Present work focuses on the mathematical 
modelling of the combustion reactor. The primary 
aim of this study was to develop a model in order to 
predict the gas phase concentration and temperature 
profile along the height of the reactor. Directly 
measured validation data from the Güssing plant is 
limited to several temperatures along the height of 
the riser and the final flue gas composition. Mass and 
energy balances for the entire plant yield most of the 
input parameters to the riser simulation: net char 
combustion rate, bed material circulation rate, 
estimated char composition, and validated air flow 
rates.  
 
II.   MODELLING  
 
The modelling task is the description of a fast 
fluidized bed reactor for combustion of partially 
volatile fuels. This is a one dimensional steady state 
model assuming gases as ideal and in plug flow 
regime. The mass transfer of gaseous species 
between emulsion and bubble is modelled using a 
mass transfer coefficient. The combustion reactor is 

divided into two zones with different hydrodynamic 
characteristics: dense zone and transport zone. The 
transport zone is further divided into two zones – 
middle and upper zone. The main fuel is biomass 
char introduced together with the circulating bed 
material at the bottom of the riser. Char is modelled 
as a homogeneous matrix of C, H, and O. The 
combustion reactor also serves as a sink for spent 
organic solvent (biodiesel/biomass tar) emulsified 
in water, which is introduced into the middle zone. 
The solids within a zone are considered to be well 
mixed. Energy balance is solved in each zone which 
is assumed to be isothermal. Preheated 
air/additional fuel are introduced at the lower 
boundary of each zone. Each zone is further divided 
into cells. Each cell calculates its local 
hydrodynamic and thermodynamic state based on 
the theoretical principles. The cells are solved 
sequentially from bottom to top with the output of 
each cell considered as input for the next cell.  
 The dense zone (bubbling bed) is modelled 
according to the modified two phase theory[2]. 
Transport zone is modelled with core-annulus 
structure[3]. The gas flow rate typically changes 
with height and hence influences the hydrodynamic 
state of the system. Primary products of char 
combustion are CO and CO2. The oxygen and solid 
carbon reaction in a single step can be represented 
as (A), char gasification reaction (B) is also 
implemented and gains importance in under 
stoichiometric condition. β is a stoichiometric 
coefficient for char combustion describing the ratio 
of CO to CO2 and is a function of surface 
temperature. The ratio of CO, CO2 and H2O release 
is calculated from the combustion kinetics of 
carbon and balances of char. The carbon 
combustion model is based on the combined effects 
of gas film diffusion and reaction kinetics on a 
shrinking particle[4]. The hydrogen and oxygen 
contents of the char are released proportionally to 
the carbon release. For typical operation condition 
the gas phase composition along the height of riser 
is shown in Figure 1. 

22 COCOO)
2

1(C)1( +→+++
ββ  (A) 

22 HCOOHC +→+  (B) 
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III.   CONCLUSION  
 
A one dimensional steady state model is developed 
for the combustion reactor of a dual fluidized bed 
gasification unit. The model is based on the mass 
and energy balances and covers fluidized bed 
hydrodynamics and the kinetics of global reactions.  
Variation in mean particle size and char feed rate 
are simulated and the char circulation rate is the 
output of the model. It has been observed that for 
mean particle size > 0.6 mm, the incoming char is 
only partly converted in the combustion reactor and 
is circulated back to the gasification reactor. The 
back circulation of char in gasification reactor is 
due to the incomplete combustion of char in 
combustion reactor while the incomplete 
combustion of char in combustion reactor is due to 
the lower residence time of solids in the combustion 
reactor.The simulation results show that within the 
operating range CO should always be below 
0.1 vol% in the exhaust gas. The potentially higher 
values observed at the plant could be explained by a 
significant CO bypass in the riser due to insufficient 
gas mixing. 
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Figure 1: Average gas phase composition in the 

 

combustion reactor along the height of reactor 
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Abstract — Humic like substances in airborne 
particulate matter, with an aerodynamic diameter 
smaller than 10 µm,  are determined. The method 
used,  is composed of two isolation steps of humic 
like substances and a carbon specific detection with 
a total organic carbon analyser. The samples 
analysed were taken at measurement sites of the Air 
Quality Networks of the Austrian local 
governments. In this work, results from Vienna, 
Salzburg and Graz are presented. Selected source 
samples were analysed with the same method 
aiming at more information about the origin of 
humic like substances in atmospheric aerosol. 
 

I. INTRODUCTION 
The climatic conditions on our planet are 
considerably influenced by atmospheric aerosol. By 
scattering or absorbing incoming or outgoing 
radiation the global radiation balance is directly 
affected. Absorption of radiation by atmospheric 
aerosol, results directly in a heating effect of the 
atmosphere whereas scattering is expected to have 
cooling effects. Indirectly, aerosols have an impact 
on the radiation balance, by their capability of cloud 
formation. These two effects are strongly dependent 
on the composition of the atmospheric aerosol what 
results in innumerable studies that are concerning the 
chemical composition of the atmospheric aerosol as 
well as formation processes. Although  up to 50 % of 
the total mass of ambient aerosol is organic material, 
only a minor part is identified as specific organic 
substances [1]. The major contributors to continental 
organic aerosol are water-soluble macromolecular 
compounds with chemical characteristics very 
similar to those of naturally occurring humic acids 
and therefore called humic like substances or HULIS 
[2].  
   A unique method for quantification of  humic like 
substances was developed lately at the Institute of 
Chemical Technologies and Analytics [3] , Vienna  
University of Technology. This method is now 

applied on environmental aerosol samples  from 
urban and rural sampling sites in Wien, Graz und 
Salzburg  and on source samples, which should shed 
light on the origin of airborne humic like substances. 

II. EXPERIMENTAL 
The method is based on a two step isolation 
procedure of HULIS and the determination of 
HULIS carbon using a dissolved organic carbon 
analyser. For both, environmental and source 
samples, quartz fibre filters were used as a sampling 
substrate. These filters were extracted first with high-
purity and organic free water and then a solution of  
diluted sodium hydroxide. Figure 1 depicts a 
schematic flow diagram of the procedure.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 1: Schematic flow diagram 
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As a  first separation/enrichment step (offline), the 
extracts were applied on a C18 polygosil solid 
phase extraction cartridge. The methanolic extracts 
gained after the first extraction step are then 
introduced in a flow injection system which is 
composed of  two six-way-valves, a column filled 
with a strong ion exchanger (SAX), two hplc pumps 
and a sampling pump. This system is directly 
connected with the oven of the dissolved organic 
carbon analyser. The carbon dioxide formed during 
quantitative combustion at 800°C is then detected 
with a non-dispersive infrared detector. The online 
separation step ensures, that only carbon deriving 
from humic like substances is detected. 
 

III. RESULTS AND DISCUSSION 
The sampling sites are official measurement sites of 
the Air Quality Networks of the Austrian local 
governments. Within this work, results of analysis of  
certain sampling sites from Vienna, Graz and 
Salzburg are presented. Samples were collected in 
rural and urban area from January to December 2004. 
It was found that up to 80% of the organic carbon in 
the aerosol  is formed by HULIS carbon. 
   To get more clarity  about the origin of chemical 
compounds occurring in atmospheric  aerosol, source 
samples are analysed. Anthropogenic sources for 
which is assumed that they considerably contribute to 
the formation of humic like substances [4,5] are 
wood combustion and cooking. Analyses of aerosol 
samples deriving from meat broiling experiments 
gave up to 16 % of HULIS referring to the total 
mass. Results in the same magnitude were found for 
the wood smoke experiments. Meat cooking 
experiments in contrast just gave HULIS 
contributions to the total mass of  around 1%. 
 

IV. OUTLOOK 
Our working group of Environmental Chemistry at 
the Institute of Chemical Technologies and Analytics 
is taking part at an joint EU project called 
POLYSOA which is aiming the application and 
development of analytical methods to measure high 
molecular weight compounds in secondary organic 
aerosols. These SOA polymers will be applied on-
line to cell culture systems to test the potentially 
negative effects SOA polymers may have on the 
human health. The part of our working group will be 
the development of an on-line HULIS analyser 
(based on the method  described in this paper) and  
on-line HULIS measurements at smog-chamber 
experiments. 
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The topic of PhD thesis is determination of selected 
organic species in PM10 fraction of the atmospheric 
aerosols and emission sources aerosol samples.  
The research helps to identify and quantify the main 
contributors to the particulate matter in the atmos-
phere. In the present paper is summarized one part of 
obtained results from the atmospheric aerosols analy-
sis. 

The aerosol samples were collected at background 
and inner-city sampling sites in Vienna, Graz, and 
Salzburg during 2004. Our interest was focused on 
non-polar and semi-polar organics. Polyaromatic 
hydrocarbons (benzo[e]pyrene, benzo[ghi]pyrene, 
coronene) and pattern of n-alkanes (C20-C38)  
are markers of vehicle exhaust. Retene can be used 
for monitoring of wood combustion and 
benzo(de)anthracene-7-one is typical for natural gas 
combustion. 

Samples were from days, when the concentration of 
particulate matter in the atmosphere exceeded the  
EU short term standard for PM10 (50 µg m-3 daily 
mean). The atmospheric aerosol samples were col-
lected on quartz fibre filters. The organic analytes 
were released by extraction with cyclohexane  
in ultrasonic bath. After sample treatment, target 
analytes are determined via gas chromatography-
mass spectrometry. 

PM10 concentration is higher in colder months, 
January-April and November-December. Among the 
three towns, Graz had the highest PM10 pollution. 

Typically, the individual concentrations of n-alkanes 
C20-C38 were up to 15 ng/m3. The highest concentra-
tion was obtained for C29 in Graz, Don Bosco  
(55 ng/m3 in April). The n-alkanes concentrations are 
lowest in winter season. Carbon preference index 
values showed a predominant contribution of fossil 
fuel sources during the colder time of the year.  
The concentration of n-alkanes increased from spring 
to autumn because of the additional strong source - 
vegetative detritus. 

Data for polyaromatic hydrocarbons typical for vehi-
cle exhaust correspond with results achieved for  
n-alkanes from fossil sources. Their concentrations 
do not varied in wide range over the year, but they 
are slightly higher in January, February, November, 
and December. The monthly mean concentrations  
of vehicle exhaust markers in majority of samples do 
not exceed 2.5 ng/m3. The highest one was measured 
for benzo(ghi)perylene (4,47 ng/m3) at Don Bosco 
sampling site Graz in November 2004. 

The wood combustion tracer retene indicates a rela-
tively small influence of wood burning in Vienna and 
Salzburg. In Graz higher amounts were observed 
over the year with a maximum during Easter fires  
in April (monthly mean concentration 3.68 ng/m3). 

A higher concentration of benzo(de)antracene-7-one 
were expected in winter season, as natural gas com-
bustion is used for cooking all over the year  
and for heating in winter. Actually, 
benzo(de)antracene-7-one showed somewhat higher 
concentrations in November, December, January, 
and February. The highest monthly mean concentra-
tion of 6.59 ng/m3 was obtained at Don Bosco  
sampling site in Graz in February 2004. 
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Abstract — The abstract discusses the develop-
ment of two optimisation modules for sampling 
design (SD) and calibration procedures of water 
distribution systems (WDS) by using genetic algo-
rithms (GA) as the optimisation method. SD is a 
procedure to determine the optimal number and 
locations of sampling points for parameter identifi-
cation of WDS models. GA Optimisation tools are 
used for solving demanding and comprehensive 
optimisation problems. GA are one of the optimisa-
tion tools based on the simulation of evolution 
processes and their basic mechanism, i.e. natural 
selection. The aforementioned modelling ap-
proaches were applied to a real WDS system of a 
part of the Slovenian capital Ljubljana. 

I. INTRODUCTION 
Most water utilities use mathematical models of 
water distribution systems (hereinafter referred to as 
“WDS”) for a number of different tasks to assist the 
development, rehabilitation and operational optimisa-
tion of the real WDS. Mathematical modelling of 
WDS is scientifically well developed discipline suc-
cessfully finding place among other decision support 
tools. Until the WDS model is a correct presentation 
of the hydraulic behaviour of its real system nume-
rous data needs to be collected and used in calibrati-
on procedures to correctly identify the unknown 
model parameters. Since good data is very valuable 
and costly, it is necessary to collect them due to the 
specific purpose of the model. 

In the area of WDS model calibration, several ap-
proaches and methods were developed on the basis 
of both empirical and theoretical assumptions. One of 
them are implicit methods of calibration, which are 
formulated and solved as optimisation problems. For 
successful calibration of WDS models both quantity 
and quality of measurements have a great impact on 
model parameter accuracy, therefore a higher number 
of measurements provide a higher level of confi-
dence in model prediction and parameter estimations. 

To avoid that the WDS model is calibrated on the 
basis of limited measurements or “poor of informa-
tion” an optimisation of the sampling design (herein-

after referred to as “SD”) problem needs to be ap-
plied. Since both, SD and calibration problem, are 
large and complex optimisation problems the use of 
genetic algorithms (hereinafter referred to as “GA”) 
as a robust and global search optimisation method is 
appropriate. 

II. CALIBRATION OF WDS MODELS 
The calibration process is conducted to provide con-
fidence in the predictions of the model, which will 
prove the actual operation of the water distribution 
system and will provide the designer with a reliable 
decision-making support. Calibration of WDS mod-
els is a procedure of determining individual unknown 
model parameters, which minimizes the differences 
between the measured system variables on a real 
WDS and the predicted system variables of the 
model. To provide both model parameter accuracy 
and realistic model behaviour great care has to be put 
into the modelling and measurement collection proc-
ess. 

The developed calibration approach is consisting 
of the “macro” and “micro” calibration level. The 
“macro” calibration allows the hydraulic model to 
become an approximation of the real system, by 
ensuring that the system variables are in reasonable 
agreement with collected measurements. At this 
stage all major possibilities of model discrepancies 
should be uncovered and resolved. Afterwards the 
“micro” calibration procedure is applied to identify 
the unknown model parameter values by using the 
optimisation method of GA. The objective of the 
calibration optimisation problem is expressed to 
allow minimisation of differences between measure-
ments and model predictions: 
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Equation (1) is consisting of three parts, where the 
first is evaluating pressure differences, the weighted 
second flow differences and a penalty function. 

245



III. SAMPLING DESIGN FOR CALIBRATION 
OF WDS MODELS 

The main emphasis of SD optimisation is focused on 
the determination of optimal measurement locateons, 
where hydraulic quantities are to be observed. The 
formulation of the SD problem has to be considered 
with regard to two objectives. The first objective is to 
obtain representative measurement points for model 
parameter calibration, and the second objective is to 
minimise the costs related to the measurement collec-
tion process. Since the above-mentioned objectives 
are mutually contradictory, a solution has to be found 
which will to the largest extent possible satisfy both 
objectives. 

A. CALIBRATION PARAMETER ACCURACY 
The first objective function is determined as a functi-
on, the purpose of which is to assess the accuracy of 
hydraulic model parameter values. The aforementio-
ned assessment is done by determining the parame-
ter's confidence region volume. The basis of evaluat-
ing SD schemes is the parameter confidence region, 
which is proportional to the square root of the deter-
minant of the covariance matrix of model parameters. 
Since the first objective function will be joined with 
the second objective function, it is appropriate to 
normalise the evaluated SD scheme with the deter-
minant of the inverse covariance matrix of all poten-
tial measurement locations: 
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B. MEASUREMENT COSTS 
In addition to the optimisation of calibration parame-
ter accuracy, the second objective function is taking 
into account and optimising the costs related to the 
measurements performed on a system. Its purpose is 
to minimize the measurement costs and indirectly 
also the number of measurement locations. The 
mathematical formulation of the normalized second 
objective function is the following: 
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The optimisation problem formulation for SD con-
sists of the normalised expressions in (2) and (3) 
formulated so as to maximise their values are joined 
into a single expression: 
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IV. APPLICATION AND RESULTS 
The optimisation tool of the calibration problem has 
been applied to the water distribution system of 
Ljubljana. The aim of the analysis was to calibrate 
the assembled model to predict system variables as 
accurately as possible. The calibration optimisation 
tool has been developed to identify: a) nodal demand 
at extended period simulation and b) pipe roughness 
values at steady-state simulations. In both cases GA 
have been applied as the optimisation method. 

Optimising the nodal demands and afterwards the 
pipe roughness values of the WDS model resulted in 
a root mean squared error (referred to as “RMS”) of 
pressures of 0.971 (correlation of 1.000) and RMS of 
flows 2.303 (correlation of 0.999). Results of the 
calibration process are within of the calibration 
guidelines and can be thus assessed as successful. 

Since the SD scheme of the previous calibration 
process was carried out according to the “ad hoc” 
principle, the optimisation of the SD problem was 
performed to assure quality measurements and there-
fore a higher level of parameter accuracy for a future 
calibration. 

Out of 95 possible pressure measurement locations 
the optimisation tool of the SD problem identified 13 
locations to be optimal. The selected measurement 
locations have the highest pressure sensitivities ac-
cording to model parameter changes and therefore 
provide most “information” for calibrating model 
parameters. 

V. CONCLUSION 
It can be concluded that the SD and calibration opti-
misation modules of WDS models were successfully 
applied to the WDS model of Ljubljana and the op-
timisation method of GA has proven its robustness in 
identifying near optimal solutions of the defined 
optimisation problems. 
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Abstract — The paper describes the methodology 
for the making of the annual rehabilitation plans of 
the water distribution networks. At first, the values 
of criteria are estimated and calculated for each 
pipe section in the evaluated network. At first, the 
pipes are sorted or ranked. At second, the best 
rehab technology for each pipe section is 
recommended. Both of the steps of the process are 
doing by the means of the multi-criteria 
optimization methods. 

I. INTRODUCTION 
The rehabilitation planning can be seen in three time 
horizon. At first, it is long term strategy, which is to 
appoint the rehab objectives and the volume of 
investments for 15 to 20 years. At second, we can 
consider the middle term plan, which is usually made 
for 3 to 5 years. The purpose of the middle term plan 
is to choose some part of the water-supply for rehab 
action. At last, it is the short term planning, which is 
called annual. 

II. ANNUAL REHABILITATION PROCESS 
This research work deals with the annual 
rehabilitation planning of the water mains. The main 
objective by the rehabilitation planning of any 
system (for example water mains) is to propose some 
set of elements as the candidates for rehabilitation. 
The second objective in this activity is to select right 
technology for every chose element. The mentioned 
objectives can be attained by designed process, 
which is a sequence of several steps: 
− definition of the basic elements of the water 

networks, which are considered in the short-term 
planning, 

− definition of a set of criteria and their 
acquirement for the evaluation of each element, 

− determination of the input data and their 
obtaining, 

− using of the multi-criteria optimisation method 
for the ranking of evaluated elements, 

− proposal of a set of elements for rehabilitation 
by means of multi-criteria method, 

− selection of the right rehab technology for each 
of the elements recommended for rehabilitation. 

A. BASIC ELEMENTS 
In this process, we can consider the hydraulic 
sections or entities as the basic elements. The 
hydraulic sections are not favourable for this 
purpose, because they are often too short. A better 
approach is to define new elements – these are called 
entities here. Entity is meant to represent a 
continuous part of the water network, which is 
composed of several hydraulic sections with the 
same parameters. 

B. CRITERIA SET 
The very important part of the rehab planning is a 

choosing of the criteria set, because the selecting and 
proposal to rehabilitation is dependent on its. By the 
design of the criteria set, the interest of the operator, 
the customers and the road users have to be 
considered, for example: repair cost, water leakage, 
water quality and hydraulic deficiencies, life time or 
failure rate. 

C. MULTI-CRITERIA ASSESSMENT 
For the select a set of some elements (pipe-

sections, entities) for rehabilitation, we can use multi-
criteria decision analysis. The selection (for the 
definition of an annual programme) can be seen as: 
− Sorting procedure: a score is calculated for 

each element based on the values of the 
considered criteria, the elements are sorted into 
the sort list. The most popular multi-criteria 
technique is represented by the method of 
average weighting. 

− Ranking procedure: elements are compared to 
each other in pairs according to the values of 
criteria. Each element is assigned to one of pre-
defined categories, which are defined in a 
hierarchical order. There is no distinction among 
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elements that are assigned to the same category. 
The Electre methods have been developed for 
the ranking procedure. The elements are 
compared successively to reference profiles for 
their assignment to a category within Electre Tri. 

Thus, by means of a multi-criteria decision analyses, 
the pipe-sections which are the most cost-efficient for 
reconstruction can be highlighted and recommended 
for rehabilitation, and the most suitable rehabilitation 
technology can be recommended as well. 

D. CHOOSING OF THE REHAB TECHNOLOGY 
The assigning of the right rehab technology to each 
element is doing on basis of the database of the 
rehabilitation methods, which was designed for this 
purpose. This database includes the common open-
trench and also the trenchless technologies, which are 
acceptable for the water mains rehabilitation.  

The database includes the description of all rehab 
technologies for water mains in the matrix. The 
following data will be available for each technology 
in the mentioned database: 
− applicability (what material is applicable for, 

minimum and maximum diameter),  

− costs (unit cost of rehabilitation or repair), 

− influence on environment (traffic disruption, 
dynamic load by rehabilitation, number of 
holes), on pipe material (corrosion protection, 
limitation of the incrustation, load-carrying 
capacity improvement, seal of crack, seal of 
leakage at sockets), on water quality, on 
hydraulic properties (roughness changing, 
diameter changing), 

− supplemental information (maximum length of 
pipe-section, realisation time, armature 
removing). 

The selection of the right rehab method will be made 
by the interactive elimination according to the values 
of the calculated criteria.  

III. CONCLUSIONS 
The main goal of this research is to design of 

methodology for annual rehabilitation planning with 
the using of multi-criteria decision analyses. 
Necessary steps by this activity are: the design of 
criteria set for elements selection, the design of the 
database of the water mains rehabilitation 
technologies. 
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Abstract — The main objective of the owners or 
operators of sewer networks is to reduce their 
maintenance cost. For this purpose, having the 
support tool is advantageous. This tool can be sub-
servient to evaluate the condition of pipes by the 
chose parameters. The selection of right rehabilita-
tion technology is doing on the basis of that evalua-
tion. The good possibility to reach this objective is 
to use some multi-criteria decision support by the 
choosing some troubles pipes for rehabilitation. 
Multi-criteria decision support methods are most 
applicable for a decision making by the choosing of 
optimal alternative of sewer pipe rehabilitation. The 
optimal alternative is represented as one or more 
pipes of sewer network. However, the user (expert) 
has to do the definitive decision. 

I. MULTI-CRITERIA DECISION SYSTEMS 
The multi-criteria decision support is the modelling 
of the decision-making situation. In every situation, 
the set of variations and set of criteria are defined. 
The criteria are helpful for evaluation of pipe condi-
tion and they are chose or used by the priority of the 
sewer network operator. The expression of the rela-
tion between the criteria is very important in this 
process.  

II. CRITERIA FOR THE CONDITION ASSESS-
MENT OF THE SEWER PIPES AND THEIR 
COMPUTATION 

The extensive set of criteria is applicable for reha-
bilitation planning. Some criterion is the function of 
the cost, another one is depended on the pipe techni-
cal or hydraulic condition. The value of criterion can 
be expressed as a costs, risk or contribution to poten-
tials problems in the area. We can consider the inter-
est of sewer network operator, of customers or of 
another persons and the reducing of cost by the coin-
cident rehabilitation of couple of pipes (water, sewer, 
gas, etc.). 

III. CRITERIA FOR THE SEWER NETWORKS 
Some criteria are presented in the next part. It is 
possible to divide the criteria by they importance. At 
the Brno University, the questionnaire was done 
among the sewer networks operators in the Czech 
Republic for the determination of an importance of 
each criterion. Those criteria was used in CARE-S 
project and designed by the experts, for example [5]:   

− Number of failures  
− Hydraulic capacity  
− Amount of ballast water 
− Condition by the camera control 
− Year of laid, 
− Loading of pipe 
− Chemical composition of waste water 
− Pipe material 
− Hydraulic condition 
− Etc. 

IV. EVALUATION OF THE VARIANTS BY THE 
MULTI-CRITERIA METHODS 

A lot of multi-criteria methods for evaluation of 
variants are available. Those methods have a general 
character, which is not depended on the content of 
the decision-making process. The most popular 
methods are: 

 
− WSA (Weighted Sum Approach) 
− TOPSIS (Technique for Order Preference by 

Similarity to Ideal Solution) 
− ELECTRE methods (ELimination and Choice 

Expressing the REality) 

V. MODIFIED CASE STUDY 
The methodology “WSA” was used for the evalua-
tion. An example for the sewer network is presented 
here. In this case, ten pipes were considered “Table 
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1”. For example, I have defined the following crite-
ria:  

− Number of failures – K1 [number of failures 
per km and year] 

− Year of laid – K2 [year] 
− Hydraulic capacity  – K3[filling level]  
− Coordination with other network – K4 [the 

Next Building is planning or was done previ-
ously] 

 

K1 K2 K3 K4
1. 0,23 84 0,16 0
2. 1,86 73 0,55 1
3. 0,2 9 0,81 1
4. 0,64 83 0,71 0
5. 1,12 78 0,43 0,5
6. 0,56 39 0,32 1
7. 0,25 10 0,91 0
8. 0,43 11 0,86 0
9. 1,99 16 0,72 1
10. 0,78 1 0,44 0,5

Weight wj 0,182 0,455 0,273 0,091

CriteriaPipe ai

 

Table 1: Input data 
 

K1 K2 K3 K4
1. 0,017 1,000 0,000 1,000 0,549
2. 0,927 0,867 0,520 0,000 0,705
3. 0,000 0,096 0,867 0,000 0,280
4. 0,246 0,988 0,733 1,000 0,785
5. 0,514 0,928 0,360 0,500 0,659
6. 0,201 0,458 0,213 0,000 0,303
7. 0,028 0,108 1,000 1,000 0,418
8. 0,128 0,120 0,933 1,000 0,424
9. 1,000 0,181 0,747 0,000 0,468
10. 0,324 0,000 0,373 0,500 0,206

Weight wj 0,182 0,455 0,273 0,091 1,000

u(alt.)Pipe ai
Normalized matrix of alternatives

 

Table 2: Choice of right alternatives 
 
The score was calculated for each pipe (value of the 
function u) as a product sum of the normalized crite-
ria values and their weights. The sorting of pipes is 
doing based on this function. In this case, the pipe 
with the higher value is preferred by the reconstruc-
tion. Its reconstruction is more suitable. Based on the 
“Table 2”, the pipes no. 4 is more suitable for the 
reconstruction.  

VI. CONCLUSIONS 
The order of sewer network pipes, which can be 
determinate by the means of one of multi-criteria 
methods, is depended on the importance of each 

criterion and on the used multi-criteria method. The 
using of more methods is eligible to check of the 
order sensitivity with regard to used methods. Only 
the variant, which is on first position by the means of 
the free method, is most favourable for rehabilitation. 
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Abstract — This paper describes the special appli-
cation of using fly ash in grouting materials, wall 
facings and in repair materials. Continuous expan-
sion of industrial production in the recent past has 
resulted in a huge growth in production of waste 
materials. Large volumes of industrial waste lead to 
creation of various waste dumps and to their eco-
logical unwholesomeness. For these reasons we 
constantly search for new methods of exploitation of 
waste raw materials. One of the advantages of these 
newly developed materials with fly ash is their low 
acquisition cost. Utilisation of fly ash as fillers in 
new progressive materials also represents a great 
benefit for our environment. 

I. FLY ASH- DESCRIPTION OF  APPLIED 

MATERIALS 

The properties of the fly ash depend on the quality of  
fired fuel, on the combustion process and on the type 
of separators. The most appropriate fly ash is formed 
during the combustion of black coal and has the form 
of small glass balls.  In the case of large scale sources 
the quality of the fly ash is comparatively stable. 
The dominant  components of the fly ash matrix are 
SiO2 and Al2O3 in the ratio of about  2:1. These com-
ponents form up to 80 % of the fly ash mass. The 
further important component is Fe2O3   in  average up 
to about 10 %. Iron can be present even in the form 
of FeO. The oxides CaO,  MgO,  TiO2, K2O are 
present in the order of units  under 5 %.  
 
 

 

Figure 1: Optical microscope image shows fly ash 
(enlarged 15000x) 

II.  POSSIBILITIES OF WASTE RAW MATE-

RIALS  APPLICATION IN GROUTING MA-

TERIALS 

Problem in foundation engineering is the unstable 
subsoil with low bearing capacity. The stabilization 
of geological subsoil by grouting mixtures, in places 
where the original subsoil doesn´t have the de-
manded bearing capacity is a technology known 
already for more decades. It concerns the pumping 
process of liquid with changeable viscosity into the 
soil, into disintegrated soil or concrete with the aim 
to decrease the permeability. Clay-cement or purely 
cement suspensions were formerly used for this pur-
pose. The endeavour or trend of the last years is the 
utilization of economically not demanding waste 
materials. This is the advantageous utilization of 
these materials exactly into grouting mixtures for the 
stabilization of subsoil or for filling of bulk caverns. 

A. METHOD OF REALIZED WORKS  

Formulae were designed with the substitution of 
filler by 10 till 50% of waste materials. The reference 
mixture was the concentrate mixture (cement, ben-
tonite, special admixtures) and quartz sand. We have 
performed the experimental verification of the partial 
substitution effect of filler by the grouting mixture. 
The fresh mixtures of all selected formulae were 
tested by following basic tests: Consistency of the 
mixture, initial and final setting time, bending 
strength on test pieces (40/40/160 mm), compression 
strength on test pieces (40/40/160 mm), volume 
mass, shrinkage during hardening on test pieces 
(40/40/160 mm). The filler (quartz sand) was substi-
tuted by fly ash. 

B. CONCLUSION 

The grouting materials containing waste materials 
fulfil and in some properties significantly exceed the 
demanded values, expressed by the reference mate-
rial.  It was further proved that it is possible with the 
suitably selected substitution of the original filler by 
waste materials to manufacture grouting materials for 
utilization in practice which fulfil the given condi-
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tions. The demanded minimum bending strength 
values (1-2 MPa) and the compression strength val-
ues (5-7) MPa) were exceeded in the case of all 
waste materials. The greatest bending strength 
achieved the mixture with the mixture with 40 % of 
fly ash. This is caused by the grain size composition 
of the filler (the nearer is this composition to the ideal 
grain size curve, the better strength values should 
show the formulae) and also by the perfect distribu-
tion of the grains (no sedimentation takes place).  

III.  POSSIBILITIES OF WASTE RAW MATE-

RIALS  APPLICATION IN WALL FACINGS 

At Institute of Technology of Building Materials and 
Components at Brno University of Technology we 
are developing new thin wall facings where the filler 
was substituted by fly ash. One of the most important 
characteristic of this material is absorbability. Formu-
lae were designed with the substitution of filler by 10 
till 50% of fly ash. 

IV.  POSSIBILITIES OF WASTE RAW MATE-

RIALS  APPLICATION IN REPAIR MATERI-

ALS 

Repair materials are supposed to re-profile concrete 
structural elements into their original shape, or to 
renew or increase the thickness of the liner layer 
above reinforcement, or possibly to statically 
strengthen the structure. They primarily serve for 
renewal of durability of concrete elements and for 
reinstatement of their initial appearance. 
Repair materials must satisfy in particular the follow-
ing requirements: high adhesiveness to the basic 
material, good waterproofing and frost resistance 
properties, minimal volume change as consequences 
of changes in humidity and temperature, limited 
formation of shrinkage cracks, low modulus of elas-
ticity, high compressive and tensile strength during 
bending conditions, resistance to aggressive media in 
relation to specific exposure conditions, etc.  

A. METHOD OF REALIZED WORKS 

First the mixes of repair materials with fly ash have 
been proposed and reference (waste free) mixes as 
proposed by Lena Chemical Ltd., Šternberk, Czech 
Republic, have been selected. Reference mixes and 
newly proposed mixes have been subjected to basic 
quality testing: cohesion to the base material, tensile 
strength during bending and compressive strength. 
Mixes suitable for further testing have been selected 
on the basis of those initial tests. Further supplemen-
tary testing has been carried out: water tightness, 
absorbability, wearability, frost resistance, modulus 

of elasticity under conditions of bending, resistance 
to UV radiation, specific gravity, cohesion to wet 
base material and permeability for water vapour and 
carbon dioxide. Not all type of tests and requirements 
on quality of material for rehabilitation of concrete 
structures are mentioned in standards. The Associa-
tion for Rehabilitation of Concrete Structures has 
published Technical Conditions for Rehabilitation of 
Concrete Structures; it describes types of tests, test-
ing procedures and minimal required values for ma-
terials to be used in the field of rehabilitation of con-
crete structures. The publication replaces standards 
and all repair materials containing industrial waste 
products must comply with the requirements stated 
there.  

B. CONCLUSION 

Comparison of test results obtained from test speci-
mens of individual mixtures and of the values as 
given in the publication Technical Conditions for 
Rehabilitation of Concrete Structures provides the 
finding that mixtures with fly ash satisfy, and some-
times even significantly exceed, the thus required 
values. 
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Abstract —This article deals with impact of 
european EPB Directive (2002/91/EC).Overall 
energy performance improvements including better 
insulation, improved efficiency of heating and cool-
ing systems and energy generation systems are key 
objective of the Directive. Minimized energy loss 
lead up to mitigation of CO2 emission. The main 
energy saving potential lies in the existing building 
stock. Newly built houses are generally already 
built in compliance to national performance stan-
dart and therefore exhibit inherently small savings 
potential in CO2 emissions. 
The article analyses energy losses of existing build-
ing stock. 

I. INTRODUCTION 

From the 40% contribution made by the building 
sector towards end energy consumption in the EU, 
the EPB Directive (2002/91/EC) [2] aims to contrib-
ute to the Members States joint commitment under 
the Kyoto Protocol [1], an 8% reduction in green-
house gas emission by 2010. 

II. ENERGY LOSS 

Energy loss from the buildings depends on propor-
tions of construction, shape of roof, format of built 
up area, etc. But generaly ways of energy looses 
describes Figure 1. 

 

roof 20%

rest 5%

floor 
10%

windows 
doors 
40% out side 

wall 25%

 

Figure 1: Energy loss 

This loss must be met a energy for heating and 
cooling. The production of energy brings CO2 emis-
sion. Value of CO2 emission depends on source of 
energy. 

Energy carrier 
Emission fac-

tor [g/kWh] 
Gas 202 
Oil 266 
Coal 338 
Electricity 610 
Wood 20 
District heating (Czech 
Rep) 285 

Table 1: Factors of different end-energy carriers[3] 

III. CO2 EMISSION FROM THE BUILDING 
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Figure 2: CO2 emission of the European building 
stock 2002 [4] 
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IV. APPLIKATION OF EPB DIRECTIVE 

(2002/91/EC) 

 
The EU Energy Performance of Buildings Directive 
came into force on 16 December 2002 and requires 
implementation in the legislation of the EU Members 
States by 4 January 2006. Four main elements define 
the requirements which need to be intergrated into 
national legislation: 

− Establishment of a methodology for an inter-
ated calculation of the overall energy per-
formance of buildings; 

− Definition of minimum energy-efficiency re-
quirements per Member State based on this 
methodology, 

− Energy-efficiency certification of new and ex-
isting buildings; 

− Regular inspection of heating and air-
conditioning systems. 
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Abstract — The renovation of old buildings and 
the preservation of protected historic buildings 
can provide sufficient savings in thermal energy 
consumption. Most of old houses were constructed 
without any thermal insulation. The greatest sav-
ings can be achieved by thermal renovation of the 
facades.  
The renovation project of small “Sokol” gym hall 
built 1933 in Zagreb (designed by the Croatian 
architect Egon Steinmann) shows how the problem 
of heat flow and vapour diffusion through walls 
(facades) can easily be solved by adequate use of 
new materials. 

I. INTRODUCTION 
Architecture of 21st century has to give answers to 
some new requirements. It has to be technically 
correct; it has to maintain reasonable consumption 
and living standards. Responsibility became the key 
word in the architecture of the future if it wants to 
serve all the future generations. The employment of 
the most modern and ecologically acceptable tech-
niques, materials and technologies that do not pol-
lute the environment are needed. Science in sustain-
able architecture has achieved level which, when 
applied, can attain considerable contribution in 
decreasing emission of greenhouse gases. Some 
well-known facts are [1]: 
− The building construction entails 40% of the 

total energy consumption 
− Energy used for heating is accounted for 50-

60% of total energy used in buildings 
− Heat losses through windows and doors repre-

sent 70% of all thermal building losses 
− Thermal insulation of the whole building enve-

lope can reduce the energy consumption by 50-
80%  

Therefore priority is laid on renovation of existing 
buildings and implementing new systems such as 
implementing the insulating layer of outer walls. 

II. HEAT FLOW AND VAPOUR DIFFUSION 
IN OLD BUILDINGS 

The starting point for this research project was the 
“Sokol” gym hall designed by Croatian architect 
Egon Steinmann (1901-1966) in the inner city of 
Zagreb (1933-1934). This small sports hall was 
built seventy years ago and until today it hasn’t 
been adequately renovated and maintained. During 
this long period, it was exposed to a lot of 
controlled and uncontrolled renovation work. Today 
it serves University of Zagreb and its eight Faculties 
for student’s physical education [2]. The compact 
building was built according to building structure 
achievements of Modernism. It consists of frame 
reinforced concrete loadbearing structure filled up 
with brick but without thermal protection.  In winter  
time through walls and roof with outdated 
installations for heating and ventilation this building 
had great heat flow i.e. high heat loss.  

Previous constant painting of the inner walls of 
the building could not have solved the condensation 
of water vapour (mould growth) in the upper parts 
of inner walls and at the side of reinforced concrete 
structure edges. Moisture in the construction led to 
damage to the building fabric and unhealthy use of 
the space. Condensation within the construction 
must be prevented [3].  

Old buildings have little or even no thermal insu-
lation, and there is great potential for energy sav-
ings. Buildings built before 1970s don’t have any 
thermal insulation and even buildings completed 
before 1980s have poor thermal insulation. Accord-
ing to housing statistics data over 80% of existing 
buildings in Croatia have unsatisfactory thermal 
insulation.  

III. FAÇADE THERMAL RENOVATION  
The goal set for the renovation was the preservation 
of historic building substance and equipping the 
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space in accordance with contemporary require-
ments. This renovation project was designed re-
specting various regulations and guidelines that 
insure the best building construction in terms of 
form, construction, building physics and economiz-
ing. Detailed analyses of existing architectural 
structure, calculation based on present day regula-
tions and right application of materials enabled 
revival of this building. 

Renovation planning project for this type of 
building is based on two basic principles of thermal 
renovation of the facades. Mainly, the rendered 
thermal insulation layer was attached to external 
structure of the basic gym hall volume. The protec-
tive layer consists of render applied to the insulation 
of expanded polystyrene, thickness: 8 cm. Achieved 
results are: brick wall (38 cm) U value was 0.96 
W/m2K and new U value is 0.359 W/m2K; rein-
forced concrete wall (38 cm) U value was 1.65 
W/m2K and new U value is 0.424 W/m2K. 

On some parts of the building the thermal insula-
tion was attached on inner surfaces of external 
structures. This principle is used only when outer 
changes are not allowed because of historical value 
of the building. In relation to building physics, extra 
solutions of the phenomenon of vapour diffusion 
were considered. The vapour barrier is integrated 
inside prior to fixing the expanded polystyrene in 
order to prevent condensation. Expanded polysty-
rene was produced 1954 by German chemical con-
cern BASF under the protected name “Styropor®”. 
It is organic, synthetic raw material, excellent ther-
mal insulation, inexpensive and easy to be worked 
with mechanically. 

Tendency is that the wall U value of 0.15 W/m2K 
should be standard for new construction in all Euro-
pean countries and possibly for existing buildings 
[4]. As compared to other European countries, 
Croatia has been several years behind the schedule 
producing national regulations but is accepting all 
European norms, which are to be adjusted to its 
legislation. The new Technical Regulation on ther-
mal energy savings and thermal protection in build-
ings came into force July 2005 and its obligatory 
application starts July 2006. According to the new 
requirements /for heated buildings ≥18°C/ the at-
tainment of heat transmission coefficient for outer 
wall should be 0,80 W/m2K /min. thermal protec-
tion/ and U = 0,45 W/m2K /energy saving/ in Za-
greb. Applying the new Technical Regulation, the 
expected thermal energy savings are estimated at 
about 30%. In order to attain a satisfactory heat loss 
limitation level thicker thermal insulation should be 
installed and optimum designing parameters should 
be applied [5].   

IV. CONCLUSION 
The primary goal of this research was the 
preservation of historic building and its adjustment 
to new requirements and today's needs. The 
problem of heat flow and vapour diffusion through 
walls (facades) is the key physical and structural 
problem of the inter war period buildings built 
mainly without thermal insulation. Technology and 
science development is producing materials with the 
most convenient characteristics, thickness, 
characteristics and way of building in, make a great 
contribution in building construction or renovation. 
With optimal renovation planning project building 
damage can be solved, wider damage can be 
prevented, greater savings attained in heating 
energy consumption and old buildings can be usable 
again. 

The contribution of this work is to offer some of 
the techniques and some technical measures for 
renovation of old houses, reaching the level of a 
standard insulated house. A more widespread con-
sciousness of the need for preservation measures to 
historic buildings and at the same time possible 
energy savings by renovation of existing buildings 
should become the main concern in Croatia. 
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Abstract — Industry projects show that Life Cycle 
Thinking and the idea of ECODESIGN are still not 
well established among engineers in product devel-
opment. Available tools such as the ECODESIGN 
Product, Investigation, Learning and Optimization 
Tool (PILOT) [Wimmer, Züst, Lee 2004] may help 
to implement ECODESIGN into product develop-
ment considerations and to improve an already 
existing product. However, an application of those 
tools in the decisive early stages of the product 
development process remains difficult for design 
engineers. 
A systematic tool called ‘Ecodesign Decision 
Boxes’ was developed for integrating the concept of 
ECODESIGN into product development in order to 
help engineers to develop an environmentally sound 
product which has an optimised environmental 
performance [Ostad Ahmad Ghorabi 2005]. 

I. OBJECTIVE 
According to [Luttropp 1999] around 30 aspects 

need to be addressed in the product development 
process. Some of these aspects are e.g. materials, 
reliability, quality or profit. The environmental as-
pect is also one of the aspects which have to be con-
sidered in product development. 

The Ecodesign Decision Boxes where developed 
to give special attention to this part and aspect of the 
product development process and allow the imple-
mentation of environmental considerations into tech-
nical product designs and product development proc-
esses. Aim was to develop a tool that allows optimiz-
ing the entire product as well as tracking and control-
ling the influence on environmental aspects of a 
product along its life cycle phases. An overall evalua-
tion of the environmental performance of the product 
design as well as a detailed view on the performance 
of each component, part and of each material used in 
the components should be assured.  

II. METHOD 
For the development of a first version of the tool 
product data from a multinational company produc-
ing office chairs were taken into account.  

At first, life cycle data for the product obtained in 
a Life Cycle Assessment (LCA) according to the 
EDIP method [Wenzel, Hauschild, Alting 1997] have 
been gathered and further processed to suit an appli-
cation in Ecodesign Decision Boxes. Before an opti-
mization of the environmental performance of a 
product can be achieved, it is necessary to get an 
overview of the current environmental performance 
of the product through its life cycle phases. This is 
done in the first step of the tool. In this step graphs 
based on LCA data for the assembled product are 
generated and displayed in a so-called ‘Design Box’. 
With the help of the Design Box those components 
contributing most to the environmental impact of the 
product can be tracked. In a second step LCA-based 
graphs for the most relevant components can be 
generated in ‘Component Boxes’ where the envi-
ronmental performance of the considered component 
can be tracked more detailed for all its life cycle 
phases. The Component Box allows identifying the 
most relevant materials with respect to their envi-
ronmental performance. In a third step LCA-based 
graphs are generated for each material used in the 
components in a ‘Material Box’. The procedure of 
the application of the Decision Boxes is demon-
strated in Figure 1. 

A Material Box shows the aggregated environ-
mental impact per weight of a given material over a 
typical life cycle based on LCA results for the type of 
product the material is used for.  

A Material Box for the three materials PA66, 
ASt35 and PP is shown in Figure 2. The character-
ized impact for Global Warming (char. impact for 
GW) is drawn against the weight of the material. 
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Figure 1: Optimizing a product in the design stage 
with Decision Boxes 

 
The graphs contain life cycle data for the materials 

which are listed in Table 1.  
 

MAT PA66 ASt35 PP 

PRO Injection 
moulding 

Cold trans-
forming 

Injection 
moulding 

SUR No treat-
ment Painted No treat-

ment 

TRA Lorry, 
1000km 

Lorry, 
1000km 

Lorry, 
1000km 

EOL European 
Scenario 

European 
Scenario 

European 
Scenario 

 
Table 1: Life cycle data for PA66, ASt35 and PP 
(MAT: material, PRO: production, SUR: surface, 

TRA: transport, EOL: end of Life) 
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Figure 2: Material Box for ASt35, PA66, PP 
 

Obviously the graph with the highest slope in Fig-
ure 2 (PA66) contributes most to environmental 
impact at low weight. Using PA66 in a part or com-
ponent of a product influences the environmental 
performance of the component and also the entire 
product significantly. 

On the one hand the introduced Design Box, 
Component Box and Material Box help to identify 

environmentally most relevant design elements, e.g. 
materials or parts, on the other hand they help to 
make decisions for the optimization of the environ-
mental performance of the product design. 

The LCA-based graphs in the different boxes con-
sider life cycles phases, e.g. extraction, processing, 
transport or end of life scenarios, of the specific 
material.  

The proposed Ecodesign Decision Boxes allow 
tracking the environmental impact of a current design 
during early design stages and give opportunity to 
influence them if necessary. The product can easily 
be optimised by considering environmental aspects 
by the engineer in product development.  

The application of this tool is easy since the engi-
neer in product development does not need to know 
details about Life Cycle Assessment. A basic under-
standing of Life Cycle Thinking and of the interac-
tion of environmental parameters and design parame-
ters is sufficient. 

First introduction of this tool in an office chair 
producing company already gave positive feedback 
and was well understood and appreciated.  

The first version of the developed Ecodesign Deci-
sion Boxes is product type specific. The databases 
are developed for a certain product type, in this case 
office chairs, and even for certain technologies used 
in a certain company. The development of a com-
plete database which is matter of further investiga-
tions should facilitate the use of the tool for different 
products. 
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Abstract — The renewable energy source biogas 
gains in market importance. New developments 
promote the supply of biogas by the local gas dis-
tributor. Regulations about the composition of the 
supplied biogas ask for an appropriate quality 
control of the gas content. 

III. EXPERIMENTAL – THE PROOF OF CON-
CEPT 

In order to comply with the requirements of biogas 
analysis, a mobile prototype based on photo-acoustic 
laser spectroscopy has been developed [5]. As a light 
source, a Peltier-cooled quantum cascade laser, emit-
ting at 4.29 µm, was chosen. The photoacoustic cell 
was adapted to the geometry of the laser beam and 
consists of a Helmholtz resonator. Carbon dioxide 
was used as a test-analyte to demonstrate the appli-
cability as an online technique. Calibration was per-
formed by measuring carbon dioxide concentrations 
ranging from 1 to 100 %vol., directly within the gas 
flow. The quality-factor (Q) was found to be 9 with a 
resonance frequency range from 1.6 to 2.8 kHz due 
to the variable gas composition. A detection limit of 
250 ppmv CO2 and a response time of 6 minutes 
were determined. Furthermore, the photoacoustic 
sensor was qualified for flow rates of up to 400 ml 
min-1.  Field measurements at a pilot plant in St. 
Martin, Austria confirmed the road capability of the 
sensor in noisy surroundings.  

This work demonstrates the outstanding capability 
of photoacoustic detection (PA) based on quantum 
cascade laser (QCL) for the in-line measurement of 
CO2 in the difficult matrix biogas. Compared to 
standard techniques QCL-PA shows several distinct 
advantages as higher selectivity and faster response. 

I. BIOGAS – A RENEWABLE ENERGY 
SOURCE 

In the past decades, global energy consumption has 
exhibited a remarkable increase. Unlike natural gas, 
biogas (i.e. fermentation gas) is CO2-neutral [1]. 
Consequently, it helps to reduce the amount of green-
house gases in the atmosphere when used as a substi-
tute for fossil fuels [2]. Biogas consists of 50 – 70% 
methane, 25 – 45% carbon dioxide, 0 – 5% nitrogen, 
as well as small quantities of hydrogen sulphide and 
ammonia [3.] After the purification of the biogas for 
the achievement of natural gas quality, biogas can be 
inducted into the local gas supply system. However, 
a gas analysis has to be conducted beforehand. A 
market survey, also with regard to economic aspects, 
showed that in practice such an analysing system is 
not available yet. 

The linear relationship between the PA signal and 
the reference concentration is shown in Figure 1. The 
evaluated concentration range is of high relevance for 
the control system of the purification plant (set point 
is 2.0 %vol). Reference analytic was realized with 
the commercial carbon dioxide analyzer NGA 2000 
(Emerson AG, Switzerland).  

 
 

y = 210.79x + 210.07
R2 = 0.9955

250

500

750

1000

0.8 1.6 2.4 3.2 4.0
%Vol CO2 in Biogas

PA
 S

ig
na

l [
µV

]

 
Figure 1: Measurements of CO2 in Biogas 

II. PHOTOACOUSTIC – AN INNOVATIVE 
DETECTION SCHEME  

The high sensitive photoacoustic (PA) scheme is 
particularly attractive in combination with recently 
available compact QCL sources. The signal, which is 
recorded by a microphone, is directly proportional to 
the absorbed incident laser power [4]. Furthermore, 
the signal is recorded on a zero background. Photo-
acoustic sensors offer the advantage of a simple and 
robust setup, low maintenance and room temperature 
operation and compact size. 
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IV. CONCLUSIONS 
This work shows the potential of a portable sensor 
system based on quantum cascade lasers for the 
detection of industrial relevant analytes in complex 
matrices such as biogas. It has been demonstrated 
that a continuous monitoring of the CO2 concentra-
tion in biogas is possible directly in the gas flow. 
Carbon dioxide concentrations ranging from 1 to 100 
%Vol are detectable with high temporal resolution. 
The sensor is fast enough to react on small changes 
in concentration and provide detailed information’s 
to optimize the purification process.  
Photoacoustic detection shows several distinct ad-
vantages such as higher selectivity, faster response, 
on-line analysis, and portability compared to stan-
dard technologies. The construction of the prototype 
was designed to enable a quick and easy exchange of 
the laser source. Thus, as a future prospective, other 
analytes could be detected in the biogas as well. This 
option is of particular relevance for the trace compo-
nents ammonia and hydrogen sulphide. 
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Abstract — Frequently occurring regional rains, 
which affected small basins in recently years, in-
voke request of highest need of flood protection. 
This problem should be solved integrally and it 
should begin even in catchment’s areas to decrease 
erosion effect and surface runoff respectively. This 
can be achieved via erosion control measures. The 
main goal of the measures is to decrease the peak 
discharge caused by precipitation and to retain the 
water in the basin. However, retention reservoirs 
management and increasing the river capacity are 
the next parts of the flood control of the same im-
portance. 

I. INTRODUCTION 
Arable lands are the most affected by water erosion, 
where the overland flow from precipitation occurs 
on.  Hence the attention must be focus on them in 
realization of integrated territory protection. Land use 
planning could be utilized, especially erosion and 
flood control measures through the Plan of common 
facilities, which can reduce surface run-off, remove 
or eliminate demanding effect of erosion and will be 
the most important part of rational organization and 
useful territory protection. The problem described 
above can happen even on other kind of land, like 
forest lands or build-up areas. All have to be incorpo-
rated into integrated territory protection 

II. METODOLOGY 
The main idea of integrated territory protection is to 
create design of alternative data set of soil and water 
conservation and flood protection measures such as: 
changes in land-use, agro-technical, forest-technical, 
biotechnical measures and other. The multifunction 
measures can reduce overland flow, washing out, and 
sediment load transmission into water courses. It can 
also improve river basin retention capability and 
utilizing of precipitation water in separate part of 
catchment’s area. 

Optimal combination of alternative data set of 
conservation and flood protection measures must be 
found. As it was said not only arable land must be 

consider. Runoff hydrographs, soil losses by erosion, 
damages in build-up area caused by surface run-off, 
economic detriments arise from realization of protec-
tive measures and costs which these measures take, 
have to be determined “Table 1”.   

Economic parameters [thousand of CZK] Characteristics 
of variation - 
location I Damages 

Economic 
losses 

Own 
expanses

Capital 
costs 

Present 
State 252 346 0 0 
Non-row 
Crops 140 231 0 0 
Design 77 274 20 408 

w
ith

ou
t r

es
er

vo
ir 

Permanent 
grass land 9 692 0 0 
Present 
State 215 346 0 0 
Non-row 
Crops 112 231 0 0 
Design 65 307 20 408 

w
ith

 re
se

rv
oi

r 

Permanent 
grass land 0 692 0 0 

Table 1: Characteristics of variation for location I 

Alternative of hydro-technical structures on rivers 
and reservoirs water management measures, theirs 
cost functions, flood losses must be figured out in all 
parts of river.  

With respect to the fact that it is necessary to find 
optimal dimensions for some of the system elements, 
there is usually a great number, in the case of a con-
tinuum approach to the solution, even an infinite 
number, of possible combinations. It is therefore 
necessary to use an optimization mathematical model 
to find the most suitable combination. This model 
was created on the basis of a mixed discrete pro-
gramming and consists of three generally formulated 
partial models: a) a partial model of protective meas-
ures at individual sites of an interest territory; b) a 
partial model of a watercourse; c) a partial model of a 
reservoir. The optimization mathematical model is a 
system of equations which, model a given system 
behaviour. Each optimization scene is necessary to 
define one or more optimality criterions formulated 
as objective function.  
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While designing the optimization system in con-
nection with the process of territory organisation a 
requirement of a maximal protection of inhabited and 
other areas with the exertion of minimal means was 
formulated for the solving process on the level of 
land adjustments as one of the suitable optimization 
criteria. It is a criterion consisting of three simultane-
ously operating partial economic, but simultaneously 
water-management and socially aimed in their im-
pacts, criteria (all with the same significance 1:1:1): 
− Minimization of the average annual damage 

− Minimization of the average annual economic 
losses in the farming production 

− Min. of the average annual own expenses 

The mentioned methodology has been successfully 
tested on a real case study of Loucka river basin. 
There are some results hereafter.  

III. RESULTS AND CONCLUSION  
As mentioned above and proved by results using 
erosion and flood protection measures in catchment’s 
area substantially reduce surface run-off effects. Soil 
losses by erosion, run-off surface and transport sedi-
ment loads were significantly decreased and distric-
ted by means of complex protection and organization 
of landscape in catchment’s area “Figure 1 and 2”.  
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Figure 1: Soil loss for each variation 

0
2
4
6
8

10

PP9/1 PP9/2 PP8/2 I/2

Locality

M
ax

.d
is

ch
ar

ge
 [m

3/
s]

Present state Non-row  crops Design Permanent grass
 

Figure 2: Peak discharge for each variation 

All these adjustments at the same time mark down 
removal costs (mucking sediment load from rivers, 

reservoirs), flood damage disposals or profit losses 
by unsuitable farming, top-soil and sub-soil degrada-
tion. Desirable impoundment of water in landscape is 
achieved in the same time. 

An infinite quantum of optimal solutions can be 
found due to possibility of modelling of costs and 
efficiency of measures, because model allows chang-
ing of input criterions, requirements and circum-
stances. Thanks to this we can create characteristics 
of system and its behaviour in a different kind of 
scripts and make precisely decision “Table 2” (but on 
the other hand economically) about final erosion and 
flood protection measures in catchment’s area.   

 
Variation Indicators   

1 2 3 4 
Objective func-
tion 386 752 814 913 
  damages 79 10 66 65 
  economic losses 287 742 470 511 
  own expenses [th

ou
sa

nd
 o

f 
C

ZK
] 

20 0 278 337 
Capital costs [mil 

CZK] 0.4 0 6.9 8.3 
Soil loss [t/ha*yr] 1.97 0 1.97 1.94 
Peak discharge 

[m3/s] 8.04 6.6 3 1.27 

Table 2: Output variables for all alternatives of 
locations PP9/1 – I/2   

A great advantage of the model lies in a general 
formulation of its components – partial models of 
protective measures at individual sites of the interest 
territory, water course and reservoir. This should 
enable its problem-free application for optimization 
design of integrated territory protection under any 
conditions and at any site. 
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Abstract — This contribution provides data on use 
of organomineral complex (OMC) to decontaminate 
chlorinated organic pollutants from soil. The key 
role in elimination of contaminants from the soil is 
played by a quality of organic matterhumic acids. 
Adsorption/desorption experiments with penta-
chlorophenol (PCP) were carried out for OMC on 
the basis of clay mineral (zeolite) and organic mat-
ter (humic acids). Sorption characteristics and 
biodegradation with bacterial isolate Comamonas 
testosteroni CCM 7350, of PCP were studied in real 
soil samples in three types of soil (chernozem, fluvi-
sol, and regosol), with and without addition of 
OMC. Fast and effective adsorption and low de-
sorption may serve as a pretreatment step of biore-
mediation technology for reducing PCP content in 
soil. 

I. INTRODUCTION 
Chlorophenols have been defined as dangerous 

pollutants due of their toxicity and persistence in 
environment. For these reasons, chlorophenols are 
listed in EC list of dangerous substances [1] and the 
US EPA list of priority pollutants [2]. Pentachloro-
phenol (PCP), the main component of wood pre-
servative, is also a microbial breakdown product of 
the many pesticides commonly used in agriculture 
production [3]. 

Classical remediation technologies (such as incin-
eration) are generally non-ecological and non-
economical, alternative methods involving biodegra-
dation by microbial populations have been develop-
ment. Degradation of PCP in soil is affected by or-
ganic matter concentration and composition, clay 
mineral content, and moisture content [4]. Some 
remediation technologies are mainly used at strongly 
contaminated locations. Predominant part of agricul-
tural soil is not extremly contaminated. Soil is capa-
ble to partly eliminate contaminants, the key role is 
played by quality of organic matter mainly by humic 
acids (HAs). Their excellent sorption properties 
depend on their chemical structure and composition. 
In our experiment were used HAs isolated from 
lignite matrices. Lignite HAs contain 20 times higher 
content of organic carbon than agricultural soil. 

The ability of soil to retain organic contaminants is 
attributed to adsorption phenomena and chemical 
reactions occurring on active surface of humic sub-
stances and mineral particles. The immobilization 
phenomena have several important consequences: (1) 
the amount of compound available to interact with 
biota is reduce; due to decreased bioavailability one 
can achieve lowering of toxicity; (2) the complexed 
products are less toxic than their parent compounds; 
and (3) binding restricts leaching of chemicals across 
the soil profile, thus preventing ground water con-
tamination. It is possible to use the sorption proper-
ties of contaminant to the benefit of microorganisms. 
High influent concentration can be decreased to less 
toxic levels by adsorption to allow maximum degra-
dation take a place. 

Our work was focused on immobilization of PCP 
in organomineral complex particles. OMC was pre-
pared by binding humic acid from lignite on zeolit at 
laboratory conditions and uses excellent sorption 
properties of the both component. 

II. RESULTS AND DISCUSSION 
We have attempted to combine excellent sorption 

properties of both humic acid and zeolite and to 
develop a procedure for soil decontamination based 
on the application of OMC into soil. Adsorp-
tion/desorption experiments involving PCP were 
carried out with OMC prepared on the basis of clay 
mineral (zeolite) and organic matter (humic acids 
isolated from lignite) in three real exactly character-
ized soil samples (Chernozem, Fluvisol and Regosol) 
in the apparatures enabling simultaneous monitoring 
of biodegradation, sorption and evaporation of or-
ganic aromatic chlorinated pollutants. Higher amount 
of HAs bound on zeolite enhances its potential to 
adsorb and retain PCP. Out previous study has con-
firmed that OMC containing cca. 4,3 mg HA/g of 
zeolite possesses the best retention ability towards 
PCP and represents optimal economic solution from 
the point of view of the technological preparation [6]. 
Adsorption of PCP was determined after 1 h of stir-
ring the flasks on a rotary shaker. Desorption was 
determined after 24 h and carried out under the con-
ditions of decreasing pH value 4 which simulated 
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acid rains that release of PCP from soil at real condi-
tions. The best results – the highest adsorption and 
retention – were obtained in soil with addition of 
OMC as shown in Fig. 1. Soil with addition of pure 
zeolite showed values of PCP adsorption/desorption 
relation comparable to or slightly higher than that 
observed with the pure soil.  

Fig. 1 Retention of PCP (10 mg.l-1) by the selected 
soils. 
 

Biodegradation of PCP in sterile soil with and 
without addition of OMC was studied at the initial 
concentrations of PCP 10, 50 and 100 mg.kg-1. Soil 
samples were bioaugmented with a bacterial isolate 
Comamonas testosteroni (0,5 g.kg-1) with ability to 
use phenol as a sole carbon source. The soil samples 
were analyzed after 7, 17 and 24 days, as example 
process of biodegradation in chernozem is shown on 
Fig. 2. In the series of experiment with three types of 
soil shown in biodegradation of PCP after 7 days was 
significantly lower in the samples with OMC than in 
soil without OMC. This implies partial adsorption of 
PCP on OMC and then decrease of its bioavailability. 
After 17 days, degradation has increased markedly in 
both samples, which suggested a release of PCP from 
the bound state.  

Fig. 2 Biodegradation of PCP in the Chernozem 
with and without addition of OMC  

However, degradation was still lower in samples 
with addition of OMC. After 24 days, percentage of 
PCP degradation in soil with addition of OMC 
reached a value of PCP degradation in soil without 

OMC. This observation indicates that the binding is 
reversible and the presence of microorganisms and 
under the conditions of acid pH a subsequent release 
of PCP for biodegradation occurs.  

III. CONCLUSION 
According to our results, humic acid bound on 

zeolite appeared to be good trap of PCP with poten-
tial application in remediation technology. One can 
assume that fast and effective adsorption band low 
desorption may serve as remediation technology for 
reducing PCP content in soil and thus for reducing its 
initial high toxicity due to low bioavailability. Lower 
concentration of toxic pollutant will probably inhibit 
survival and degradative ability of bacterial strains 
present. Humic acids and zeolite are of natural origin 
and therefore suitable to be used in the environment 
and support natural ability of soil to eliminate con-
taminants. 
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Abstract — Life Cycle Assessment is a scientific 
tool for evaluation of all environmental impacts 
(both positive and negative) of a product during its 
complete life cycle 'from cradle to grave' (mining 
and extraction of raw materials, fabrication, 
transportation, use and recycling/disposal, 
including energy and ancillary material supplies).  
The purpose of life cycle assessment is to define the 
scope of all environmental impacts associated with 
the product during its life cycle and to identify and 
reduce aspects with the most significant 
environmental impacts. 
The aim of this paper is to assess the environmental 
impacts of aluminium produced by electrolysis in 
production company in Slovakia and to propose 
some measures for improving the aluminium 
production life cycling.  

I. INTRODUCTION 
Life Cycle Assessment (LCA) is intended for broad 
use throughout the industry with a view to assess 
and stimulate environmental improvement in 
production processes and product development. 
Past experiences have shown that the review of 
LCA environmental aspects in production processes 
can lead to improvements in the production 
processes themselves. Typical LCA comprises the 
following steps: 
 

1. Goal and Scope Definition - the goal 
definition describes the covered application, 
the reasons for carrying out the study, and the 
target audience. The scope is the detailed 
technical description of the "product system" 
under study 

2. Life Cycle Inventory Analysis - comprises the 
environmental inputs and outputs compilation 
and quantification of the product system 
during its life cycle 

3. Life Cycle Impact Assessment - the purpose 
of this stage is to understand and evaluate the 

magnitude and significance of the potential 
environmental impacts of the product system  

4. Interpretation - the conclusions and 
recommendations are derived from the 
findings of the life cycle inventory analysis 
and impact assessment in line with the defined 
goal and scope 

Harmonised LCA approach is provided by 
International Standards ISO 14 040 (Principles and 
Framework), ISO 14 041 (Goal, Scope and 
Inventory Analysis), ISO 14 042 (Life Cycle, 
Impact Assessment), and ISO 14 043 (Life Cycle 
Interpretation). 

The aim of life cycle impact assessment is to 
evaluate the significance of potential environmental 
impacts by assigning of the life cycle inventory 
analysis results to different impact categories (e.g. 
global warming, resource depletion, land use, etc.). 

II. DATA FOR ENVIRONMENTAL IMPACT 
ASSESSMENT 

The primary aluminium production in this 
company includes the following unit processes: 
anode production (pre-baked anodes), electrolysis 
and casting. 

For anode production, calcined petrol coke and 
the pitch are the basic material inputs,  alumina 
and carbon in pre-baked anodes are the basic 
material inputs for electrolysis.  

Aluminium is produced from alumina 
(aluminium oxide) by the Hall-Heroult electrolytic 
process that dissolves the alumina in a molten 
cryolite bath and passes current through this 
solution, thereby decomposing the alumina into 
aluminium and oxygen. Aluminium is tapped out 
of the reduction cell (pot) at daily intervals and the 
oxygen combines with the carbon of the anode to 
form carbon dioxide [1].  

Aluminium produced by electrolysis is the basic 
material input for casting process. Material inputs 
for unit processes in this company are given in 
“Table 1“ [2].  
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Material 
inputs  
[g/t Al] 

Anode 
produc-
tion 
 

Electro- 
lysis 

Casting 

Alumina   2118000  
Anode   517000  
Al2F3  14000  
Soda   2 000  
Calcined 
Petrol 
Coke  

373570 
  

Pitch  82130   
Collar 
matter 8820   

Al   1000000 
Chlorine   0,323 
Refined 
salt  

  60600 

 
Table 1: Material inputs in aluminium production 

 
Specific aluminium production emissions are: 

Fluoride gaseous and fluoride particulates 
(primarily aluminium fluoride and cryolite), which 
arise from molten bath; CF4 and C2F6 (commonly 
reported as PFC) are gases generated with an 
uncontrolled anode overvoltage situation named 
„anode effect“; tars and PAH, which arise from 
anode consumption; particulates, sulphur dioxide 
and nitrogen oxide come typically from fuel 
combustion and carbon dioxide and carbon oxide. 
Wastes generated by this company are monitored 
in two categories: 

 
1 Hazardous waste (60 183 g/t Al) 
2 Other waste (147 408 g/t Al). 
Value of air emissions from aluminium production 

in this company are given in “Table 2”. 
 

Parameter 
[g/t Al] 

Anode 
produc- 
tion 

Electroly
-sis 

Casting 

HF 2,44 188,43 5,47 
SO2 372,7 11387,34 2,56 
NOx 163,23 3448,46 53,96 
CO 3766,22 89169,78 10,06 
C 0,48 0,25 7,26 
F 0,01 42,7 0,43 
Particulate 74,73 702,94 22,78 
Tars 1275,75   

 
Table 2: Value of air emissions                             

from aluminium production 
 

For environmental impact assessment of alumi-   
nium production, method developed within the 
Danish programme “Environmental Design of 
Industrial Products” was applied. The following 
environmental impacts were evaluated: 

 
1. Global warming 
2. Photochemical ozone production 
3. Acidification 
4. Eutrophication 
5. Hazardous waste 
6. Other waste 

III. RESULTS AND DISCUSSIONS 
Resulting from analysis, environment is most 

loaded by CO emissions and by hazardous wastes 
generated in this company. Hazardous waste and 
photochemical ozone production and acidification 
(caused by hazardous wastes generation and CO 
emissions) are the most significant environmental 
impact. Other waste generation is also very 
significant. In compare with these impacts, global 
warming and eutrophication are minor, but not 
negligible impacts.   

Environmental impact can be often reduced only 
by more effectively utilization of material and energy 
inputs and by waste amount reducing. Air emissions 
should be also reduced.  

The most air emissions and wastes arise from 
electrolysis. Hazardous waste from electrolysis is 
landfilled. An alternative hazardous waste disposal 
pro-cess should be found. It could be used for electric 
power generation in incineration plants. However, 
this solution is more expensive.  

In this paper, the study is not complete. 
Environmental impacts from electric power 
generation, from material transportation to company 
and final product to customers should be also 
included, as well as the impacts from bauxite mining 
and from extraction of other material inputs.  
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Abstract — Determination of toxicity of the chloro-
phenols and pentachlorophenol under laboratory 
conditions were studied. Different bacteria strains 
were used. It was found that toxicity of the chloro-
phenols depends not only on the number of chlorine 
atoms but also on their position on aromatic ring, 
and is structurally conditioned . 

I.   INTRODUCTION 
Chlorophenols have been defined as dangerous pol-
lutants due to their toxicity and persistence in the 
environment. For these reasons, chlorophenols are 
listed in the EC list of dangerous substances  [1] and 
the US EPA list of priority pollutants [2]. Soils con-
taminated with PCP are considered to be hazardous 
wastes. PCP is mainly used as a wood preservative, 
inhibitor in cooling towers, in adhesives, construc-
tion materials, paint and paper, as well as a pesticide 
and insecticide. It is also a microbial breakdown 
product of many pesticides commonly used in agri-
culture production [3]. It is toxic in low concentra-
tions in both plants and animals and its effects are 
cumulative.  

As a consequence of intensive use and due to the 
stability and sorption ability of molecule, it has 
become a progressively widespread contaminant in 
soil, sediments, and groundwater [4].  

II. EXPERIMENTAL DESIGN 
Chlorophenols (CP). The objective of this work was 
to study toxicity and the other factors that predomi-
nantly influence biodegradation of phenol, selected 
low-chlorinated phenols (2-CP; 3-CP; 4-CP; 3,5-CP; 
2,3-CP; 2,4-CP; 2,5-CP; 2,6-CP; 2,4,5-CP; 2,4,6-CP) 
and pentachlorophenol (PCP) shown in Fig.1. This 
information may be useful in the bioremediation 
technology of PCP-contaminated soil. 

Microorganisms  (Fig. 2). Toxicity of the above 
mentioned phenol and chlorinated phenols was 
determined in the presence of bacterial strains Mi-
crococcus varians CCM 2253 (strain from the  
 

 
Figure 1: Structural formulas of pentachlorophenol 
(with numbered chlorine positions on aromatic ring) 
and phenol. 
 
collection of microorganisms), Alcaligenes xylosoxi-
dans (iso late from long-term contaminated soil), 
Comamonas testosteroni RF2 and its metabolic mu-
tant VM (isolates from waste water treatment plant 
sludge, both fed in a laboratory bioreactor with phe-
nol, the mutant obtained by adding 1 mg/l NaN3). 
 
(a)                                                           (b)                                         

 
 
 
( 

(c) 
 
 
 
 
 

 
 
Figure 2: Tested bacteria strains (a – Microroccus 
varians, b – Alcaligenes xylosoxidans, c - Comamons 
testosteroni).  

 
Toxicity assay. Determination of toxicity was 

based on inhibition of biomass growth in the pres-
ence of different concentrations of chlorinated phe-
nols considered as growth inhibitors. Glucose was 
used as a carbon source. 
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Another method used to measure the toxicity of the 
phenols was a bioluminiscence method Lumis Tox 
using a sensitive marine standard bacterial strain 
Vibrio fischeri. The method is based on the biolumi-
niscence extinguishing. 
ID50 values were obtained in order to compare the 
used chlorophenols’ toxicity effect on the tested 
bacteria strains as shown in Fig. 3. 

III. EXPERIMENTAL RESULTS 
Biomass growth inhibition method. 2,4,5-CP 
showed the highest toxicity, while PCP and 3,5-CP 
revealed slightly lower values of toxicity. The 
other tested phenols were much less toxic. The 
most resistant strain to the tested chlorophenols 
was Micrococcus varians. Comamonas testosteroni 
VM demonstrated significantly lower resistance. 
Bacterial strains Alcaligenes xylosoxidans and 
Comamonas testosteroni RF2 (growth curves 
shown in Fig. 4) were the most sensitive.   

Bioluminiscence method. 3,5-CP and 2,6-CP 
showed the highest toxicity of all tested phenols. 
Our microorganisms revealed one order higher 
resistance than the standard strains. 

IV. CONCLUSIONS 
The results obtained using the both methods (grow-
th and bioluminiscence inhibition) show that toxi-
city of chlorophenols  depends not only on the 
number of substituents, but also on the substitution 
pattern, therefore toxicity is structurally dependent.  
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Figure 3: The ID50 values of the seleted chlorophe-
nols in the presence of tested bacteria. 

 

Figure 4: Growth curves of Comamonas testoste-
roni RF2 in the presence of selected chlorophenols  
(g/l). 
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Abstract — New type of data-driven models like 
neural networks, fuzzy models and decision trees 
have recently emerged in the hydrological praxis.
Applications of the machine learning methods for 
generation of the decision tree models in the field of 
hydrological modelling are presented in this paper. 
Very useful models were developed by combining 
the conceptual knowledge and the use of the ma-
chine learning methods. Usage of machine learning 
methods like decision trees for generation of struc-
turally transparent and explanatory models from 
the data has offered great promise in helping scien-
tists to uncover patterns hidden in their data.

I. INTRODUCTION

Hydrological modelling is a constantly evolving 
discipline in the field of hydrological science where 
different more or less successful approaches exist. 
Well known are conceptual models that are based on 
the prior theoretical knowledge of all the hydrologi-
cal processes in the form of theoretically developed 
or empirical equations. Conceptual models require a 
lot of detailed data like river network, land cover and 
soil characteristics data or topographical maps which 
are often unavailable or not available at the time of 
model development. Empirical black box models 
simply connecting input and output have also been 
widely used in hydrology. On the other hand new 
type of data-driven models like neural networks, 
fuzzy models and decision trees have recently 
emerged in the hydrological praxis.

Successful applications of data-driven modelling 
techniques in modelling environmental processes like 
debris flows or floods are well known [2]. While 
usage of neural networks has already been widely 
researched [1], new emerging methods like decision 
trees, instance-based learning, fuzzy based systems 
or chaos theory have not gained so much attention in 
the field of environmental science yet.

II. METHODS

Models generated with the machine learning methods 
are mostly used for forecasting & prediction and for 
extracting new knowledge about the observed proc-

esses. The basic idea of generating the decision tree 
models is to develop simple, transparent models that 
are easy to use and implement. By feeding the ma-
chine learning method with enough input and output 
data of the modelled process it can automatically 
learn the patterns underlying the modelled process 
and divide the input data (in machine learning theory 
called attributes) space into its subspaces where cer-
tain characteristic similarities or patterns exist. 

The basic components of a decision tree are the 
decision nodes, branches and leaves. Results of the 
modelling are decision tree models, which are a way 
of representing a series of rules that lead to a class 
value, numerical value or linear equation, and are 
therefore classified into:

classification trees with class values as leaves 
of the model;
regression trees with constant numerical val-
ues as leaves of the model;
model trees with linear equations as leaves of 
the model.

In our case we used the machine learning methods 
M5 and J4.8 as they are implemented in the WEKA 
system [3], developed at the University of Waikato, 
New Zealand, to generate decision tree models: 

to analyse the impact of reforestation on the 
water balance of the entire Dragonja River ba-
sin and learn more about climate and other 
factors influencing it (CASE #1);
for the purpose of improvment and develop-
ment of the long-term low flow forecasting at 
water stations located at various Sava River’s 
tributaries (CASE #2) and
for the purpose of the short-term flood fore-
casting at the Savinja River basin (CASE #3).

III. RESULTS

A. CASE #1
Decision tree models connecting some of the meas-
ured factors influencing the precipitation interception 
process in the Dragonja River basin and precipitation 
interception rate were developed. 
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Many interesting and useful details about the proc-
ess of precipitation interception by the forest in the 
Dragonja River basin were found. In most cases, 
rainfall events with up to approximately 2.5 mm of 
rainfall contribute almost nothing to the recharge of 
groundwater at the Dragonja river basin and the 
Dragonja river discharge, with the exception of rain-
fall events longer than 1.67 hours and temperature 
lower than 14°C. The generated models also show 
that approximately 23 to 43% of the water at events 
with more than 2.5 mm of rainfall is intercepted by 
the forest as a direct consequence of natural refores-
tation in the last few decades.

Figure 1: Generated regression tree (M5 method) –
pruned regression tree.

B. CASE #2
Models with variable (Table 1) and models with the 
constant recession coefficient were tested on the 
2003 streamflow recession data (Figure 2).

Figure 2: Verification and comparison of the mod-
els for the Radovna River.

Verification of the built low flow forecasting mod-
els with the variable recession coefficient showed 
really good accuracy (Figure 2), especially when 
compared to the accuracy of the models with the 
constant- or single-valued recession coefficient, 
where the variability of the factors influencing the 
streamflow recession is not captured.

Radovna – Gauging station Podhom
dQ <= 0.207 : 
|   dQ <= 0.123 : 
|   |   Qt <= 2.2 : k = 0.00813
|   |   Qt >  2.2 : k = 0.01730
|   dQ >  0.123 :   k = 0.02580
dQ >  0.207 : 
|   dQ <= 0.554 :   k = 0.03520
|   dQ >  0.554 :   k = 0.05770

Table 1: Generated regression tree model of the 
recession coefficient for gauging stations Podhom.

IV. CONCLUSIONS

Applications of the machine learning methods for 
generation of the tree-like models in the field of 
hydrological modelling were shown. Very useful 
models were developed by combining the conceptual 
knowledge and the use of the machine learning 
methods.

Usage of data-driven modelling techniques in hy-
drology presents a very useful alternative to classic 
hydrological modelling, especially from the view of 
reducing man-power spent in the process of calibra-
tion of the hydrological model. After the data prepa-
ration process is done, training of the models is easy, 
fast and mostly depends on the modeller’s choice of 
how complex versus how accurate model is wanted. 
From the built tree-like models’ structure new 
knowledge about processes in the river basin can be 
extracted.

Usage of machine learning methods like decision 
trees for generation of structurally transparent and 
explanatory models from the data has offered great 
promise in helping scientists to uncover patterns 
hidden in their data. However, the development of 
models is only one of the steps in acquisition of new 
knowledge; the selection, collection and preparation 
of data, the control over the model development and 
the interpretation of the generated models by the 
scientists who understand the modelled processes are 
equally if not even more important.
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Abstract — Important change of the environment, 
limited availability of natural resources and the 
increasing growth of waste require new concepts 
and strategies to recycle technical products as there 
are household instruments, consumer electronics 
and passenger cars -instead of land filling, burning 
or steel production a high potential of recycling is 
necessary. Environmental attributes are becoming a 
factor of growing importance at all stages of an 
electronic products life cycle from design to end-of-
life. The European legislation has passed the direc-
tive on Waste of Electrical and Electronic Equip-
ment (WEEE) to regulate their collection and ap-
propriate end-of-life treatment. An economic, sus-
tainable and ecological procedure is necessary to 
prepare and to refurbish products, therefore the 
disassembly is the first step of a high potential of 
recycling. 

I. INTRODUCTION 
Basic conditions for enterprises of almost all indus-
tries have significantly changed in the last years. 
Intensified competition and economical pressure 
force enterprises to critically analyse competition 
strategies and competition-critical success factors 
such as price, quality, capability characteristics, dura-
tion, service and image even more.  
It is hard for consumer to differentiate products 
nowadays, while it was much simpler to select a 
product from certain product groups in the last dec-
ades.  
Apart from the classical "product qualities", which 
differ very little from one competitor to another, the 
environment-oriented design of the product in the 
context of production, use and disposal is in the focus 
for last years. Consumers approach some products 
like electrical and electronic even more critically. 
Producers of electrical and electronic products are 
under pressure from consumers to have products that 
environmentally friendly and cause less pollution.  

Currently disposal of electronic products is very 
important problem. Besides the "Directive of Waste 
from electronics and electrical equipment" (WEEE), 
which apart from the prohibition of certain substance 
contents (Pb, CD, Hg, halogens...), also regulates 
recycling  
  
quota, there exist some other ways of utilization and 
disposal the waste already partly established on the 
market. The environmental profile of a product can 
substantially affect the procedures and the quality of 
the disposal. The evaluation with the help of the eco-
logical balance, which is to take up the environmental 
effects of the entire life cycle of a product, is the 
method to be quantified as beneficial. 
If the life cycle of a product is considered, then the 
requirements are resulted from the sum of the indi-
vidual requirements of the each life cycle phases. 
While in the past frequently only the phases of devel-
opment, production, distribution as well as use or 
service were considered, the current requirements 
increased from the complete view of the products up 
to their end of life. 
This means additional consideration of the End of 
Life Phases: recycling and disassembly of the prod-
ucts as well as Redistribution and disposal. The disas-
sembly takes a central position within recycling. The 
non destructive disassembly is to be regarded there-
fore as one of the most important goals for the reuse 
of electronic products. The increasing trend for mo-
bile communication in the past years causes an in-
crease of old mobile phones, which in turn should be 
professionally eliminated. Mobile telephones have an 
amazingly short life period. Presently there are al-
ready about 2000 different types of mobile phone 
world-wide.  
Many components of mobile phone must be placed in 
a very small space which is very disassembly un-
friendly. There are hardly very small screws gripping 
surfaces for disassembling of these components. 
Regulation of exact positions screw and snap connec-
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tions is in important issue in disassembly of old mo-
bile telephones.  
In this case the coordinate measuring technique 
(KMT) is an important tool so that to get information 
about the condition of the products. With the help of 
KMT work pieces with complex geometrical charac-
teristics can be measured with high precision. In this 
study using the coordinate measuring apparatus 
(KMG) in a Cartesian coordinate system points at the 
surface of a mobile telephone in the computer a nu-
meric image of the work pieces is provided.  
A goal of the current study is the creation basis for 
the flexible automation of the disassembly as contri-
bution to the introduction of economical and ecologi-
cal solutions for the disassembly. 
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Abstract—  The aim of our study is to develop a 
simple diagnostic tool for detection of certain 
proteins in a human sera. Phospholipid vesicles 
are good approximation of real cell membranes, 
therefore interaction between them and certain 
proteins of interest (in our case different  
antibodies and beta2-glycoprotein1) could show 
the presence of these proteins in the sample. The 
interactions could be defined by observing the 
effect of proteins on the morphology and 
dynamics of vesicles. 
 
INTRODUCTION:  
 
Antiphospholipid syndrome (APS) [1] is an 
autoimmune disease characterized by thrombotic 
events and/or pregnancy morbidity. It is more 
common in women than in men [1]. The etiology 
and underlying mechanisms of APS are not yet 
understood, however, activation of the 
coagulation system is evident.  

Antiphospholipid antibodies are present in 
the sera of patients with APS [1]. These 
antibodies were found to interact directly with 
anionic phospholipids constituting cell 
membranes (e.g. cardiolipin) or to bind to 
epitopes of plasma proteins – antigens, which 
form complexes with phospholipids [1,2]. The 
most common antigen for antiphospholipid anti-
bodies is beta2-glycoprotein1 (ß2GP1) [1].   
 
STUDY OF INTERACTIONS : 
 
A standard method of antiphospholipid antibodies 
characterization is ELISA test, a biochemical 
technique used in immunology to detect the 
presence in a sample of  antibodies or  antigens, 
by their interaction with a micro-titre plate. The 
accuracy of this method is limited since the 
configuration of molecules on the micro-titre 
plate differs considerably from their configuration 
in the membrane. It is of interest to develop a 

well defined system that would resemble the 
native configuration of the molecules in the 
membrane. Phospholipid vesicles could represent 
such system as they form the base of biological 
membranes. Phospholipid vesicles can be 
produced in various sizes ranging from 50 nm 
(small) to 50 μm (giant), various compositions of 
phospholipids and in well controlled 
environment. The interactions between vesicles 
and exogeneously added substances can be 
assessed by observing their effect on the 
morphology and dynamics of vesicles. Thereby, 
interactions between phospholipids, antibodies 
and antigens can be studied by their effect on the 
vesicles. This system thus represents a possible 
simple and inexpensive diagnostic tool to detect 
the presence of  particular antibodies in the 
sample.  

In order to propose improvements in the 
diagnostic procedure, phospholipid vesicles and 
their interactions with antibodies and antigens 
should be studied and the results compared with 
results obtained with existing diagnostic 
procedures. Here, we study the effect of the direct 
interactions between phospholipid vesicles, 
antiphospholipid antibodies and ß2GP1  (both 
dissolved in phosphate buffer saline) on morphol-
ogy of giant phospholipid vesicles containing 
high weight proportion of cardiolipin. 
 
MATERIALS: 
 
The vesicles were prepared in sugar solution by 
the electroformation method [3]. Monoclonal 
antibodies anti-ß2GP1 Cof-22 were obtained from 
BALB/c mice immunized with human ß2GP1 [4] 
where recognizing domain III of ß2GP1 was dia-
lyzed against phosphate buffer saline as described 
in [5]. Antiphospholipid antibodies of a single 
patient were contained in the immunoglobulin 
fractions (IgG fractions which however contain 
many different antibodies) and  
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Figure 1: Giant phospholipid vesicles containing 40% weight fraction of cardiolipin after the addition of 
monoclonal antiphospholipid antibodies dissolved in phosphate buffer saline (A) and after simultaneous 
addition of the IgG fraction of the healthy person and β2GP1 (B). The arrow indicates lateral segrega-
tion of the membrane constituents. Bar denotes 10 μm. 

 
dissolved in phosphate buffer saline [5]. For 
control, IgG fraction of a healthy person was 
dissolved in phosphate buffer saline [5]. ß2GP1 
was aliquoted and dissolved in phosphate buffer 
saline [6]. Vesicles were observed under optical 
microscope with the phase contrast optics and 
recorded with the video camera. 
 
RESULTS: 
 
We observed the following effects: adhesion of 
vesicles to the ground and to each other 
(Fig.1A,B), suppression of  vesicle contour fluc-
tuations, enhancement of the contrast of the vesi-
cle contour (Fig.1A), permeabilisation of vesicle 
membrane to sugar resulting in dissapearance of 
the contrast between the vesicle interior and exte-
rior (Fig.1B), lateral segregation of the membrane 
constituents (Fig.1B, indicated by the white ar-
row) and bursts of vesicles.  

These effects differed upon the content of 
the exogeneously added substances (monoclonal 
antibodies, IgG fraction of healthy or diseased 
person, β2GP1 or different combinations). Adhe-
sion of vesicles is greatest with monoclonal anti-
bodies (Figure1A), but weakens when  mono-
clonal antibodies are added together with β2GP1. 
Adhesion is much less pronounced with IgG 
fractions of healthy and diseased person, but 
increases when IgG fractions are added together 
with β2GP1 (Figure1B). IgG fraction of a healthy 
person causes greater adhesion of vesicles to the 
ground and bursts of vesicles than IgG fraction of 
the diseased person. In all cases the fluctuations 
of the vesicles completely ceased, however, the 
change in fluctuations and contrast occured  faster 
with IgG fractions of the healthy person in com-
parison to IgG fraction of the diseased person. 
Segregation of the membrane constituents was 

greatest with IgG fraction of the diseased person 
or its combination with β2GP1.  
 
CONCLUSIONS: 
 
Our results indicate that antibodies  and antigens 
may have an important role in the formation of 
complexes composed of cells, membrane frag-
ments and proteins - complexes which are impor-
tant in blood clot formation. Moreover, systema-
tization of the method (e.g. possibility to analyze 
the fluctuation pattern) and control of the envi-
ronment (such as temperature etc.) offer new 
possibilities in study of the interaction  of proteins 
with biological membranes.  
 
This work was done in colaboration with:  A. 
Ambrožič, S. Čučnik, N. Tomšič, M. Lokar, 
B. Babnik, B. Rozman, A. Iglič 
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Abstract —Nicaragua is one of the poorest coun-
tries in the tropical region of Central America. 
Until now only a small amount of waste water is 
being treated in this country and not a lot of inves-
tigation has been done on waste water treatment in 
tropical. 

The aim of this project was to assess the effi-
ciency of the WWTP of 3 different food industries 
and to develop a systematic approach to use while 
planning or optimising WWTP. 

Not only technical issues were taken into account, 
but also social and climatic differences. 

I. INTRODUCTION 
In the period between March and August 2004 three 
wastewater treatment plants (WWTP) of different 
food industries in Nicaragua were investigated. The 
aim of the project was to assess the efficiency of the 
WWTP and to develop a systematic approach to use 
while planning or optimising WWTP. The most 
important aspect was to take into account the special 
requirements of WWTP in a tropical developing 
country like Nicaragua. 

This study was realised as a master’s thesis at 
“Proyecto ASTEC” in Nicaragua, which is a project 
of the EZA1, in cooperation with the Vienna Univer-
sity of Technology and the University of Natural 
Resources and Applied Life Sciences, Vienna. 

II. APPROACH 
All over the world water issues as water supply, 
sewage disposal or wastewater treatment are getting 
increasingly important. Wastewater treatment is 
essential to maintain or restore a good water quality 
of lakes and rivers and as a consequence even the 
quality of the raw water for drinking water supply. 
This issue is even more important in a developing 
country like Nicaragua where a large amount of 
drinking water is taken directly from surface waters. 

                                                 
1 Austrian Development Cooperation 

Since 2000 it is obligatory to treat industrial 
wastewater in Nicaragua. Like in most developing 
countries still only a small part of wastewater 
(approx. 20 %) is actually being treated in WWTP 
[1]. On the one hand building and operating WWTP 
strongly depends on available technology and finan-
cial resources, on the other hand social and cultural 
issues as e.g. the level of professional education must 
be taken into account. 

Although size and technology of the WWTP and 
the composition of the wastewater were different in 
all three WWTP investigated, a comparison was 
possible since similar processes were applied in all of 
them: After a mechanical treatment, the wastewater 
was treated biologically in anaerobic bio filters and 
successively treated in an aerobic final step. 

Difficulties and shortcomings in process, operation 
and maintenance were localised and analysed. As a 
result a systematic method was elaborated, which 
indicates the minimum of analytic monitoring and 
information on process parameters necessary for 
planning or analysing a WWTP, considering the 
limited laboratory and human resources of a develo-
ping country. Mass balances were used as a tool to 
check the data 

III. RESULTS 
In all investigated WWTP 80-93 % of the organic 
carbon load was removed and the quality of the trea-
ted wastewater complied with the limits specified by 
the Nicaraguan Government. Figure 1 shows as an 
example the COD concentration in various measur-
ing points at the WWTP of a brewery. The point 
number 6 in this figure marks the effluent of the 
WWTP. The continuous line indicates the Nicara-
guan limits, whereas the dashed line shows the Aus-
trian ones. 

However it has to be considered that because of 
different reasons, like missing pumps or tubing and 
insufficient capacity, only 25-50 % of the wastewater 
generated in the industrial process was treated in the 
WWTP. The remaining wastewater was discharged 
untreated into the water body. [2] 
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Figure 1: COD concentrations in various measur-
ing points at the WWTP of a brewery 

In two cases lack of maintenance was the reason 
that the maximum capacity was already reached due 
to plugged bio filters even though the hydraulic- and 
biochemical design load have not been reached yet. 
In one case the hydraulic inflow exceeded the design 
value. 

Since the size of the investigated WWTP is in a 
range of 910-36.360 PE2, it is difficult to compare the 
costs considering the scale effect. The specific build-
ing costs were similar at all three WWTP and 
amounted to 6,2 to 7,4 €/PE*a. The specific operat-
ing costs depended strongly on the size and how 
efficiently the capacity of the WWTP was used. They 
came up to 1,6 to 5,0 €/PE*a.Biogas, produced in the 
anaerobic stage of the process, could bring a cost 
reduction up to 100 % of the operating costs. 

Building and operating costs in Europe are about 
four times higher [3], but cannot easily be compared 
since processes, requirements on limits and climatic 
conditions are extremely different. 

IV. RECOMMENDATION FOR FUTURE PLAN-
NING AND OPERATION 

Various defects and shortcomings regarding opera-
tion and efficiency were localised in almost all proc-
esses of the WWTP. Numerous improvements could 
easily be implemented with only little money. Other 
problems however result from bad design and the 
selection of treatment processes, which were not 
suitable as well as a low level of professional educa-
tion and the low interest of industry owners and 
managers. The following list indicates some impor-
tant points to be considered when planning a WWTP 
in Nicaragua. 
− Because of low sludge generation, low energy 

input and the production of biogas, anaerobic 

                                                 
2Population Equivalent; 1 PE = 110 g COD/d 

bio filters in tropical countries have many ad-
vantages. Nevertheless they require skilled 
operation and regular maintenance for effi-
cient wastewater treatment. 

− Construction and equipment of the WWTP 
must be suitable for the specific local climatic 
conditions. They should also be robust and 
easy to handle for operators. 

− If possible construction material and equip-
ment should come from the region where the 
WWTP is built to simplify maintenance. 

− It is recommendable to involve operators of 
WWTP into the project as soon as possible. 
As the level of professional education is usu-
ally low in Nicaragua, it is essential to offer 
training in WWTP operation as well as moni-
toring and documentation. 

V. CONCLUSION 
Design, construction and operation of a WWTP in 
Nicaragua is not only a question of technology and 
financial resources, but also a social issue. After 
decades of dictatorship and civil war the population 
is only starting to realise their possibilities to take 
initiatives rather than to wait for orders. Structures 
are still hierarchic and education or professional 
development is not supported enough by the authori-
ties. 

All this leads to the point that not only the con-
struction of WWTP and sewer systems is highly 
important, but also education and professional train-
ing of the people and helping them to find their pos-
sibilities and responsibilities. 
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Abstract — Anaerobic digestion (AD) of biomass 
is a rather complex process. To gain more insight 
into this bio-process, a deterministic software tool, 
a so called “Virtual Laboratory (VL)” was devel-
oped. This tool is based on the Anaerobic Digestion 
Model No.1 (ADM1). This AD model was adopted 
to meet the demands of modelling the biogas proc-
ess using energy crops as substrate. The extension 
of the ADM1 covers the implementation of a second  
hydrolysis rate for carbohydrates and the sulphate 
reduction process. 

I. INTRODUCTION 
Anaerobic digestion of wastewater, organic wastes 
and biomass results in the formation of a useful end-
product (biogas). Biogas is primarily composed of 
methane and carbon dioxide and can be processed to 
electrical energy and heat. Due to a special encour-
agement by the government, there is a proper boom 
of biogas-plant technology in Austria, in recent 
times. Most of these biogas plants are agricultural 
biogas plants and use energy crops, especially maize, 
as a renewable and sustainable substrate.  

To integrate the energy production from biogas 
into the existing energy infrastructure, the AD of 
biomass has not only to be made economically attrac-
tive, but also certain problems have to be solved e.g. 
low methane content of the gas, self heating or odor 
problems.  

It has been shown before ([1], [2], [3]) that it is 
possible to enhance the performance of a biogas plant 
with an advanced process control system. But to 
implement an effective control tool, a good knowl-
edge of the AD-process itself is necessary.  

Therefore a “Virtual Laboratory” (VL) – a soft-
ware training tool – was developed. This tool is 
thought as an instrument to provide users the possi-
bility to gain more insight into the biogas process. It 
should also support the daily work of researchers and 
engineers. The VL is planned to be online accessible 
to share common knowledge of the process. Basis of 
the VL is the Anaerobic Digestion Model No.1 
(ADM1). The ADM1 is a mathematical model de-
scribing the AD process [4].  

II. MATERIALS AND METHODS 
As the ADM1, most of the published anaerobic mod-
els are designed for the use of primary sludge or 
organic wastes ([5], [6]). As the use of crops in bio-
gas plants becomes more important, subsequently a 
better adapted model for energy crops is necessary. 

The original ADM1 is very general and keeps to 
the surface of the AD-process, although it provides a 
common basis for a broad range of different applica-
tions and supports further development. Information 
is missed in some areas: For example, no analysis 
and validation data of the suggested biological pa-
rameters exist, especially for different feeds and 
reactor designs. Moreover, little information is given 
on the changes of kinetics for different temperature 
ranges [4]. 

The modification of the model comprises the con-
sideration of an increased solid and cellulose content  
of substrates and the sulphate reduction process 
(SRP). The implementation of the SRP was already 
shown by Strik (2004) [7]. The high solid input – 
usual for energy-crop biogas plants - is considered in 
the input and the high cellulose content is taken into 
account by a second hydrolysis rate (slow and fast 
degradable material). “Equation (1)” shows the extra 
process rate. 

3720 *___ Xschhydk=ρ  (1) 

Moreover, the parameters suggested by the IWA 
Task group are not fitting properly for the use of 
energy crops as substrate but for surplus sewage 
sludge. As a consequence the most important and 
sensitive parameters are experimentally estimated for 
different crops, particularly maize silage.  

Data for the estimation of kinetic parameters, 
model calibration and validation are obtained on four 
20 l lab-scale anaerobic completely stirred tank reac-
tors (CSTR). Two of the reactors are operated meso-
philically and two thermophilically. Two different 
kinds of substrates are used. First: a synthetic sub-
strate, consisting mostly of flour and Peptone, repre-
senting the nutrient composition of maize silage. 
Second: grounded maize silage was used. In- and 
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output of the rectors are monitored both online and 
offline.  

III. RESULTS AND DISCUSSION 
For model calibration the differential equation sys-
tem of the adapted model is solved with a differential 
equation (DE) solver (ODE15s Solver from MAT-
LAB®). The results are then compared with meas-
ured data. If necessary parameters are adjusted until 
the best fit is found. The adapted and calibrated 
model is then introduced in the VL. 

A further output of the project is a European data-
base on energy crops and also needed kinetic pa-
rameter for the model. This database is based on both 
literature data and also on experimental data. The 
database is implemented in the VL and provides a 
good basis to model different plant scenarios. For 
advanced users of the tool it is also possible to 
change model parameters or enlarge the database and 
so increase the capabilities of the tool. The database 
also potentiates to make useful simulation of the 
process without a high range of measurements.  

The VL consists of different layers for substrate 
choice and characterization of the used reactor. After 
the selected case is modelled, the output of the model 
is presented in form of diagrams and tables (“Figure 
1”).  

 
 
 
 
 
 
 
 
 
 

Figure 1: Structure of the VL 

IV. CONCLUSION 
The ADM1 should serve, in an adjusted form, as 
basis for a VL. The adaptation covers the considera-
tion of a high cellulose content, as energy crops are 
used as substrate and an extension for the sulfate 
reduction process [7].  

Four completely stirred tank reactors were oper-
ated with maize silage. The results of several months 
of operation are used for model validation and cali-
bration.  

Result is an online tool that gives the possibility to 
gain first experiences with modelling and simulation 
of a complex biological process. It provides also a 
strong tool to impart knowledge about the AD proc-
ess. 
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Abstract — The aim of this study is to explore the 
meanings of urban public landscapes, which is very 
important on people’s use of places and their de-
velopment of identity over their use and personal 
representation, generating a new theoretical frame-
work based on general issues and methods in the 
field of semiotics considering the physical and so-
cial characteristics of urban public landscape and 
topics in urban landscape research.  

A model, which is the result of this analytical 
framework, is applied on urban public landscape 
bringing new interpretations of concepts from 
semiotics. The model of meaning formation in ur-
ban public landscape, and different types of textual 
and visual presentations for different urban land-
scape meanings constitutes the research results. 

 

I. INTRODUCTION 
Meaning, which is defined as “the import of any 
signification” and as “the product or result of com-
munication” [1],  has been generally taken as an issue 
by philosophy, linguistics, communication studies, 
sociology, literature, anthropology, and analytical 
psychology under the umbrella of semiotics [2, 3].  

From landscape architectural point of view, mean-
ing as a topic has been the subject of several studies 
in landscape research focusing on different aspects of 
human and landscape relationship over recent dec-
ades [4, 5, 6, 7]. Some of these studies concerning 
the meanings in landscapes focus on landscape struc-
tures altered by humans to explain the social struc-
ture and rituals of society as landscape meaning, 
while others searching for the values and thoughts of 
people relating to existing urban landscapes as land-
scape meanings.  

In abstract terms, semiotics sees meaning as a 
product of a dynamic process of cycling systems of 
interacting elements. The primary message is sent by 
the author, which elicits from reactions by readers as 
seen in a summary model “Figure 1” [2,3]. The 
smallest meaningful unit in the message is called as 
“morhpheme” [2].  

Therefore, it is required to see the formation of 
meaning by evaluating these two aspects considering 
the interaction between them involving a large spec-

trum in factors required from discussions, terminol-
ogies, and models from semiotics to understand how 
meanings in urban public landscapes are produced, 
interact with people and cycle.  
 

 
Figure 1: Process of meaning formation 

 
Creation of first meaning, as a message in any 

form of object, is a work of a creator, who shapes the 
meaning with his/her social, aesthetic, cultural and 
ideological codes. The object (message) involves 
different elements, signs in different forms such as 
symbolic, iconic or indexical, as vehicles of meaning. 
When the message (first constructed meaning) is 
received by the readers, they produce their own 
meanings (images) based on their personal social, 
aesthetic, ideological, cultural and perceptual codes 
as reflections. These meanings of authors and readers 
interacting start a process of meaning formation, 
which may include regenerations and degenerations 
through the paradigm shifts in codes of social struc-
ture in society, ideology and aesthetics “Figure 1” [1, 
2, 3, 8].  This process of shifts in codes is called 
codification [2].  

 

II. TRANSFER OF THEORY: CONSTRUCTION 
OF A NEW THEORY? REFLECTIONS OF 
SEMIOTICS ON LANDSCAPE 

Urban public landscapes, with their material aspects 
of functions, design styles, specialized spaces, sym-
bols and aesthetics are mostly a sphere, where the 
city authorities and landscape architects stress their 
ideological and aesthetic tendencies as the authors of 
the projected meanings. The users of the urban land-
scapes in front of the projected constructions of 
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meanings in urban public landscapes generate their 
own reflected meanings as images related to their 
basic ideological tendencies, cultures, values, beliefs, 
aesthetic preferences, and social characteristics. 
Some of the users accept and agree with the mes-
sages sent by the urban public landscape producers, 
while they are rejected by others. This reaction of 
acceptance and refusal is reflected in the decision of 
the use, benefit and represent or not to use, benefit 
and represent by the public. Also people, who do not 
have certain perspective on their ideology and social 
life, adopt the meanings as their own personal mean-
ings, reshaping their life style according to the pro-
jected urban public landscapes. Within the paradigm 
changes and interactions, urban public landscapes 
evolve with their new physical infrastructures, new 
locations or new reacted meanings into the same 
physical infrastructures and involve some people, 
while exclude others [5, 7, 9].   

The suggested typologies of morhphemes and 
signs in urban public landscapes considering the 
physical characteristics include monumental trees, 
plain grass surfaces, meandering paths, statues of 
people or things, squares, play grounds, advertise-
ment signs, buildings and many other recreational 
functions and structures. The functional assets and 
aesthetic language of the urban public landscape are 
shaped by city authority and landscape architect can 
be evaluated also in terms of ideological and aes-
thetic codes. For instance, in modernist paradigm, 
with the rise of idea of welfare state and the role of 
city municipality for the public interest, had taken 
sport areas in their functional program, in the mean-
while constructivist aesthetic had become codes for 
urban public landscapes in the beginning of 20th 
century. The images generated by people through the 
perceptions as reacted meanings for those urban 
public landscapes can be exposed from old pictures, 
historical narratives, poems, movies and diaries. For 
the contemporary reacted meanings for urban public 
landscapes, the method is the field research including 
site observations, interviews and questionnaires.           

Different meanings projected for urban public 
landscapes by city authority and landscape architect 
can be classified visually, based on physical analysis 
for exposing the different typologies. Different mean-
ings generated by users can be visualized with repre-
sentative images and personal meaning maps.  

 

III. CONCLUSION: TOWARDS A PROFES-
SIONAL STRATEGY 

Many policies, especially in European context, for 
the urban environments, have suggested inclusive 
civic urban public landscapes, where every citizen 
can use, benefit and enjoy from the urban land-

scape, and represent his/her own personality, and 
interact with each other in a free, peaceful and 
plural atmosphere. For the public interest, within 
this analytical framework of meaning formation 
and new terminology for the exposition for the 
meanings of urban public landscapes, the land-
scape architect as a professional is able to question 
his/her social, ideological, and aesthetical stand 
point in the creation of urban public landscapes in 
relation to the social, ideological, aesthetic, cul-
tural and perceptual codes in the society, and re-
flect this data as input for defunct urban public 
landscapes for regeneration diminishing the physi-
cal obstacles and producing new creative lan-
guages of design with the deconstructed existing 
morhphemes and newly designed morhphemes 
with the aim of social inclusion and maximum 
benefit from urban public landscapes for people.  
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Abstract — The interactions of chloride (Cl
-
) bro-

mide (Br
-
) and iodide (I

-
) ions with ammonia (NH3), 

under UV irradiation from low-pressure mercury 

vapour lamps were investigated. The findings re-

vealed that Br
-
 and Cl

-
 promote ammonia photo-

oxidation at all pH levels. Protons were released 

during NH3 photo-oxidation while the halide ion 

concentrations remained unchanged.  Nitrite (NO2
-
) 

and nitrate (NO3
-
) were produced with the yield 

being dependent on the initial pH of the irradiating 

solution. The extent to which NH3 photo-oxidation 

occurred in the presence of halide ions was found 

to be dependent on the type and concentration of 

the halide ion, as well as the initial solution pH. 

I. INTRODUCTION 

Ultraviolet (UV) irradiation with low-pressure 

(LP) mercury vapour lamps is widely used in 

drinking water and wastewater disinfection.  The 

effectiveness of LP lamps in advanced oxidation 

processes (i.e. removal of N-nitrosodimethylamine 

from water) has also been demonstrated (Lee et al, 

2005).  Studies on the chemical transformations 

occurring when common water constituents are 

exposed to UV light are limited.  Such studies are 

important for effective UV process control. This 

study specifically addresses the interactions that 

occur between halide ions (namely chloride (Cl
-
), 

bromide (Br
-
) and iodide (I

-
)) and ammonia in 

water when irradiated with low-pressure mercury 

vapour lamps. 

Cl
-
 and Br

- 
ions are prevalent in source waters used 

for drinking water, with Cl
-
 being the most abundant. 

Significant quantities of Cl
-
 are also found in some 

wastewaters. Major products formed in the photo-

oxidation of ammonia under UV irradiation are ni-

trite (NO2
-
) and nitrate (NO3

-
) (Wang et al, 1994).  In 

acidic solutions, pH 1– 6 both UV irradiation and a 

photo-catalyst are required to affect ammonia photo-

oxidation with NO3
-
 formed as the final stable prod-

uct. Under basic pH (8 – 12) ammonia photo-

oxidation proceeds without the use of a photo-

catalyst with NO2
-
 as the major end product. 

II. METHODS 

The photoreactions were conducted in a well-

mixed 5-L glass reactor equipped with tempera-

ture control and containing four low-pressure 

mercury vapour lamps (ACE, Model 12128, 3.5 

W) with combined light intensity of 5.27 x 10
-6
 

Einstein/litre-second. Solution pH and dissolved 

oxygen were measured using an Ingold oxygen 

sensor and pH electrode (Mettler Toledo Process 

Analytical, Inc., Wilmington, MA) recorded at 

one-minute intervals.  

Known concentrations of the sodium salts of the 

ions (Aldrich Chemical Company) were spiked into 

Milli-Q water up to a total volume of 5 litres and the 

solutions were irradiated. All experiments were con-

ducted at a controlled temperature of 20
o
C. A DX500 

(Dionex Corporation, Sunnyvale, CA) dual channel 

ion chromatography system (Dionex Ionpac AG9-

HC and AS9-HC, 4mm) was used to determine time 

dependent concentrations of the anions. 

III. RESULTS AND DISCUSSION 

A. AMMONIA PHOTO-OXIDATION ENHANCED BY 

THE PRESENCE OF HALIDE IONS 

When aqueous ammonia solutions were irradiated 

in the presence and absence of Cl
-
 and Br- ions, 

NH3 photo-oxidation occurred more rapidly in the 

presence of the halide ions. The extent to which 

NH3 photo-oxidation is augmented by the pres-

ence of halide ions was found to be dependent on 

the type and concentration of the halide ion, as 

well as the initial pH of the irradiating solution, as 

illustrated in Figure 1. Ammonia solutions were 

irradiated in the presence of various halide con-

centrations at initial solution pH of 10 and 8. At 

pH 10, the rate of NH3 oxidation increased in the 

presence of Cl
-
 = 0.28 and 0.56 mM  (10 and 20 

mg/L respectively) and Br
-
 = 0.06 mM (5 mg/L) 

over NH3 oxidation without halide ions. At Cl
-
 = 

0.28 mM and Br
-
 = 0.06 mM the increase in the 

rate of NH3 oxidation was comparable. In addi-
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tion, at Br
-
 = 0.03 mM (2.2 mg/L) no increase in 

the rate of NH3 oxidation at pH 10 was observed, 

but at pH 8 there was a noticeable increase in the 

rate of NH3 oxidation for the same Br
-
 concentra-

tion of 0.03 mM over NH3 oxidation without hal-

ide ions at initial solution pH 8. 

 

 

B. INFLUENCE OF INITIAL SOLUTION PH AND 

HALIDE ION/AMMONIA CONCENTRATION 

RATIO ON THE REACTION PRODUCTS 

In the presence of Cl
-
 and Br

-
 ammonia photo-

oxidation proceeded only slightly in acidic solu-

tions but more extensively in basic solutions. 

However, in the presence of I
-
 (see Figure 2) in 

acidic solutions, NH3 oxidation was inhibited and 

the pH of the irradiating solution increased. In 

basic solutions NH3 oxidation occurred in the 

presence of all the halides, and protons were gen-

erated as observed by a depression of the solution 

pH.  When NH3 oxidation occurred it was also 

observed that the halide ion concentrations re-

mained unchanged during the course of the reac-

tion. 

 

It is proposed that this phenomenon occurred as a 

result of electrons (e-) being generated during NH3 

oxidation. Irradiating NH3 in the presence of I
-
 in 

acidic solution (pH = 5.6) resulted in a depletion 

of I
-
 concentration. However when the pH of the 

irradiating solution was adjusted to basic (pH = 

10.4) the concentration of I
-
 reverted to its original 

value.  

Depending on the halide ion to ammonia concen-

tration ratio, NH3 oxidation in basic solutions may 

proceed to such an extent that the pH is eventually 

depressed with prolonged irradiation and the NO2
-
 

formed is readily converted to NO3
-
. In the absence 

of halide ions, NO2
-
 remains as the major reaction 

product. Figure 3 depicts the reaction kinetics for an 

aqueous ammonia solution containing Cl
-
 = 0.56 mM 

(20 mg/L) and NH3-N = 0.114 mM (1.6 mg/L) at pH 

= 10. At this halide ion/ammonia concentration ratio, 

ammonia decay was rapid during the initial stages of 

the irradiation causing an ultimate drop in the solu-

tion pH. As the pH declined during the irradiation, 

the nitrite formed was converted to nitrate.  
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Abstract — Reactions of thiometon and its ethyl 
analog, disulfoton, with reduced sulfur species (e.g. 
biuslfide (HS-), polysulfides (Sn

2-), thiophenolate 
(PhS-), thiosulfate (S2O3

2-)) were examined in well-
defined aqueous solutions under anoxic conditions. 
Experiments at 25 oC demonstrated that HS-, Sn

2-, 
PhS- and S2O3

2- promoted the degradation of 
thiometon to great extent while only Sn

2- and PhS- 
showed a small accelerating effect in the 
degradation of disulfoton. The reactivity of the 
reduced sulfur species decreased in the following 
order Sn

2- > PhS- > HS- > S2O3
2-. Transformation 

products were confirmed by standards or 
characterized by GC-MS. The results illustrate that 
multiple pathways occur in reactions with reduced 
sulfur species, among which the nucleophilic attack 
at alkoxy group was the predominant pathway.  

I. INTRODUCTION 
Esters and thioesters of phosphoric acid and 
thiophosphoric acid are widely applied as pesticides 
in agricultural and urban environments, taking 
advantage of their inhibitory action on cholinesterase. 
[1] Organophosphorus pesticides (Ops) are among 
EPA’s highest priority for review under FQPA due to 
the influence on function of nervous system. 
Thiometon and disulfoton (Scheme 1) enter the 
environment primarily during their uses in 
agriculture and domestics, which result in the release 
into sensitive costal environments such as estuaries, 
salt marshes and sediments. Anoxic conditions are 
prevalent in such environments and relative high 
concentrations of reduced sulfur species are reported.  
[2] Reduced sulfur species are versatile environmental 
“reagents” capable of reacting with many pollutants. 
The possible mechanisms of reaction of thiometon 
and disulfoton with sulfur species were proposed 
based on the report by wanner: [3]

1a. R=H,      thiometon
1b. R=CH3,  disulfoton
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Scheme 1 Possible Mechanisms of the reaction of 
thiometon and disulfoton in pH buffer containing 
reduced sulfur species.  

II. EXPERIMENTAL 
All reaction solutions were prepared in an anaerobic 
chamber (5% H2, 95% N2). Reactions were initiated 
by spiking the stock solution of pesticides into the 
preequilibrated pH buffer containing reduced sulfur 
species. Reaction mixtures were maintained anoxic 
and incubated in a water bath at selected temperature. 
The kinetics was monitored by extracting aliquots (1 
mL) of the reaction mixture with 1 mL ethyl acetate 
throughout the experiments. The resulting extracts 
were subjected to GC/FID or GC/MS analysis. 
Reaction kinetics were determined assuming a 
pseudo-first-order reaction model. 

III. RESULT AND DISCUSSION 
Hydrolysis is a major removal process for Ops in 
the aqueous system. Hydrolysis of thiometon and 
disulfoton were investigated in aqueous solution at 
pH 9.20, 50 mM borate buffer or phosphate buffer, 
100 mM NaCl or NaClO4 and 5% methanol at 25 ºC 
(Figure 1). The influence of chlorine ion could be 
explored by comparing the experiments with NaCl 
and NaClO4. The degradation of thiometon yielded 
2-(ethylthio)ethyl disulfide, dimer of 2-
(ethylthio)ethanethiol (2, Scheme 1), which 
accounted for ~70% of the loss of thiometon and 
resulted from the attack on the central phosphorus 
atom (Pathway I) and quantified with the standard 
prepared in our lab. At the same time, a small 
amount of 2-(ethylthio)ethanol (4, Scheme1) was 
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detected as another degradation product, which 
result from the intramolemular and/or 
intermolemular nucleophilic attack at the carbon of 
2-(ehtylthio)ethyl group (Pathway III) and 
accounted for only ~10% loss of thiometon. 
Hydrolysis of disulfoton is much slower than 
thiometon. No accelerating effect of Cl- on the 
disappearance of disulfoton was observed at 25 °C. 
Accelerating effect of Cl- may result from a 
nucleophilic attack of Cl- at alkoxy groups. 
 

time (h)
0 100 200 300 400

C
/C

o

0.0

0.2

0.4

0.6

0.8

1.0

1.2

 
Figure 1 Hydrolysis of thiometon at pH 9.20 (50 
mM borate buffer, 100 mM NaCl, and 5% 
methanol) at 25 °C, indicating the degradation of 
thiometon (•), the formation of 2-
(ethylthio)ethanethiol (u), the accelerating effect 
from Cl- (—··—), the formation of 2-
(ethylthio)ethanol (ο) and the mass balance (--).   
Product identification is a very important tool for 
the elucidation of reaction mechanisms. In the 
reaction of thiometon with bisulfide, a faster 
formation of 2-(ethylthio)ethyl disulfide was 
observed. (Figure 2(a)), which imply that HS- 
attacked at 2-(ethylthio)ethyl group (Pathway 
III(a)). Another reason for the increase in  
might be the nucleophilic attack of HS

obsk
- at methoxy 

group (Pathway II), which was confirmed by the 
detection of thioanisole (3a, Scheme 1) in the 
reactions of thiometon with PhS-. Another 
degradation product, 2-(ethylthio)ethylthio phenyl 
sulfide (5, Scheme1) was detected in the reactions 
of thiometon with PhS- (Figure 3). The formation of 
2-(ethylthio)ethyl phenyl sulfide may be attributed 
to the nucleophilic attack of PhS- at 2-
(ethylthio)ethyl group (Pathway III(a)), which is 
consistent with the nucleophilic attack of HS- at 2-
(ethylthio)ethyl group in the reaction with bisulfide.  
   Reactions were monitored at varying 
concentration of reduced sulfur species. Linear 
regression of the corrected observed rate constants 
for hydrolysis and reduced sulfur concentration 
would give the second-order rate constants (Figure 
2b), which are summarized in Table 1. The reaction 
with thiometon is much faster than diuslfoton. The 
reactivity decreases in the following order Sn

2- > 
PhS- > HS- > S2O3

2-.   
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Figure 2. a) Degradation of thiometon at pH 9.20, 
5.43 mM [H2S]T and hydrolysis at pH 9.20, at (50 
mM borate buffer, 100 mM NaCl, and 5% 
methanol) at 25 °C, indicating the degradation of 
thiometon(•), the formation of 2-
(ethylthio)ethanethiol (t). b) Plot of versus 
[HS

corrk
-] for the reaction of thiometon with biuslfide 
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TABLE 1. Second-order Rate Constants (M-1 s-1) in 
for Reaction of Thiometon (1a) and Disuldoton (1b) 
with Reduced Sulfide Species at 25 °C
Ops 

−HSk"  −PhSk"  −2"
nS

k  −2
32

"
OS

k  

1a 8.4×10-4 2.1×10-3 6.4×10-3 7.1×10-4

1b Too small 8.4×10-5 1.1×10-4 Too small 
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Abstract — The Fourier Transform Infrared 
Spectroscopic (FTIR) examination of the combus-
tion products of forest materials were used to 
detect biomass burning for satellite remote sens-
ing. Combustion of conifer and deciduous woods 
and lumber in a Meeker burner flame at tempera-
tures of up to 900 °C produces a cluster of broad 
distinct peaks throughout the wavenumber spec-
trum (400 to 4000 cm-1). Distinct bands are 
located near: 400-700, 1500-1700, 2200-2400 
and 3300-3600 cm-1 and vary in intensity with an 
average difference of 47 percent between the 
highest and lowest absorbing species. Spectral 
band differences of 10 percent are within the 
range of modern satellite spectrometers, and 
support the argument that band differences can 
be used to discriminate between various types of 
vegetation.   

I. INTRODUCTION 

There is a growing interest in the rela-
tionship of present and predicted biomass burn-
ing to climate change models [1].  Projections 
indicate that the use of primitive cooking fires, 
burning of waste products, and land clearings 
will escalate throughout the third world, forcing 
intensified amounts of pollutants into the at-
mosphere [2].  Consequently, the characteriza-
tion of the reflectance and absorption properties 
of these combustion aerosols will provide im-
portant information to atmospheric modellers.   

The goal of this research is to correlate 
specific carbon by-products to sets of wood 
products attempting to link specific by-products 
to specific subsets of wood and vegetation.  
These associations can contribute to detecting 
differences between the smoke produced by 
different species, as well as to possible differ-
ences between dried lumber products (building 
materials and therefore building fires) and non-
dried vegetation.  A secondary goal is to make 

correlations between carbon by-products of 
green wood smoke versus dry wood smoke.  In 
addition, these correlations will be supported by 
scanning electron microscope and energy dis-
persive analyses that attempt to correlate the 
trace metal chemistry of the smoke products to 
different source materials and, or specific tem-
perature ranges. 

II.  RESULTS  

Combustion of conifer Pinus Strobus 
(White Pine) and deciduous Pterocarpus Dal-
bergiodes (Purple Heart wood), Prunus Serotina 
(Cherry), Acer Rubrum (Red Maple), Friglans 
Nigra (Eastern Black Walnut), Fraxinus Ameri-
cana (American Ash), Betula Papyrifera (Birch), 
Querus Alba (White Oak) and Querus Rubra 
(Red Oak) lumber, in a Meeker burner flame at 
temperatures of up to 900 °C produces a cluster 
of broad distinct peaks throughout the 
wavenumber spectrum (400 to 4000 cm-1).  The 
distinct bands are located near the wave num-
bers: 400-700, 1500-1700, 2200-2400 and 3300-
3600 cm-1 and vary in intensity with an average 
difference, between the highest and lowest ab-
sorbing species, of 47 percent.  Spectral band 
differences of 10 percent are within the range of 
modern satellite spectrometers, and support the 
argument that band differences can be used to 
discriminate between various types of vegeta-
tion.  

A similar examination of soot and 
smoke derived from the leaves and branches of 
the conifer Pinus Strobus (White Pine) and de-
ciduous Querus Alba (White Oak), Querus Ru-
bra (Red Oak), Liquidambar Styraciflua (Sweet-
gum), Acer Rubrum (Red Maple) and Tilea 
Americana (American Basswood) at combustion 
temperatures of 400 to 900 °C produce a similar 
broad spectrum with a shift in peak location 
occurring in peaks below 1700 wavenumbers.  
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The new peaks occur near the wavenumbers 
1438-1444 and 875 and 713 cm-1. This noted 
shift in wavenumber location may be indicative 
of a fingerprint region for green woods distin-
guishable from lumber through characteristic 
biomass suites.     

Distinctions using temperature varia-
tions were also made during the burning of 
green woods.  Results show that the spectra of 
low temperature smoldered aerosols, occurring 
near 400 to 450 °C, may be distinguished from 
higher temperature soot aerosols that occur 
above 600 °C. Key differences were spotted at 
peak wavenumbers 2348-2372, where changes 
of polarity were found.  At this location the high 
temperature carbon-oxygen 2348 mode is the 
product of 5 individual combustion experiments, 
each of which is scanned 64 separate times.  The 
negative peak is discernable in all cases.  This 
suggests that peak inversions of the carbon-
oxygen mode can be used to distinguish high vs. 
low energy burning conditions.  Heightened 
absorbance intensities were also noted through-
out the wavenumber spectrum at an increase of 
50 percent when comparing readings of lower 
temperature generated soot and smoke to that of 
higher temperature generated material.   

Analysis of the combusted leaf, branch, 
bark and various crown assemblages, are per-
formed on a LEO scanning electron microscope 
with a Princeton Gamma-tech Energy Disper-
sive Analyzer with Spirit software (SEM/EDS).  
KBr preparations are coated with gold (KBr-
Au), to estimate the percentage of carbon in soot 
particles, and separately with graphite (KBr-C) 
to detect light elements.  Comparisons of six 
lumber and six vegetation products by KBr-C 
analysis show that Pine lumber soot is enriched 
in iron (to 3 %), phosphorus (to 3%) and nitro-
gen (to 16%)  relative to Pine vegetation that is 
characterized by up to 2% of oxygen, nitrogen 
and phosphorus as well as 3% of sulphur and 
1% each of iron and sodium.  Further KBr-C 
analysis found that all lumber and vegetation 
combustion materials contained iron in amounts 
ranging from 3% to 1%, the higher amount of 
iron found mostly in lumber samples.  The KBr-
Au determinations show that soot particles com-
prise 70 to 80% carbon by weight.  SEM/EDS 
yield comparable morphological and geochemi-
cal parameters.  These observations suggest the 
possibility of establishing biomass reduction 
markers using a ratio method. 

Conclusively, the FTIR spectra for the 
combustion products of lumber and green wood 
have been shown to be relatively unique for the 

woods.  In particular, the green wood 
information forms a complex array of data that 
can be organized on the basis of the position of 
a given absorption band occupying a set of 
bands in the interval of 900 to 400 wavenumbers 
thereby giving evidence of spectral signatures 
per sample species.  Furthermore, the 
differences exhibited between lumber and green 
wood absorbance’s are an indication that much 
of the tree chemistry is retained in the inner and 
outer bark portions of the tree. The magnitude of 
the vibrational response suggests that the FTIR 
differences can be recorded by satellite 
platforms.  The SEM/EDS information 
demonstrates that the aerosol chemistry of the 
solid aerosol particulates can be used in 
combination with the FTIR to strengthen the 
definition of the combustion products.  The 
SEM/EDS data are equally suggestive of the 
possibility that the chemistry of the smoke can 
be used to differentiate between deciduous and 
conifer forest combustion products.  
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Abstract — Structure II (sII) hydrogen gas 
hydrates stably encage two and four hydrogen 
molecules in the small and large cavities, 
respectively. By treating two hydrogen molecules or 
four hydrogen molecules as one rigid body cluster, 
we determine ab initio binding energies between 
water molecules and hydrogen clusters at the MP2 
level with the 6-31++G (2d, 2p) basis set. These 
binding energies will be used to determine the 
parameters of the Exp-6 potential function from 
which the smooth cell potential and the Langmuir 
constant of each cluster are calculated. Then, the 
dissociation pressure is determined using the Zele-
Lee-Holder cell distortion model. 

I. INTRODUCTION 
Gas hydrates are crystalline compounds, also 
known as clathrates. The H2 molecules are 
entrapped in a cage like structure of hydrogen 
bonded water molecules. Their general formula is 
Mn(H2O)p where M: Gas, n : number of gas 
molecules, p: number of water molecules. The unit 
cell is comprised of small and large cavities. The 
design of gas hydrate storage systems needs an 
accurate prediction of dissociation pressures with 
temperature. 

The dissociation pressures are generally 
predicted using van der Waals and Platteeuw 
theory [1]. It is applicable to singly occupied 
cavities. This model can not be directly applied to 
H2 gas hydrates. Multiple H2 occupancies in one 
water cavity are handled by assuming that bi 
hydrogen and tetra hydrogen molecule clusters are 
single cluster molecules. Ab initio calculations are 
performed for determining binary interaction 
potential of one H2 cluster with one water 
molecule for various inter molecular distances and 
various spatial cluster configurations using 
GAMESS [2, 3].  The interaction energies are fit 
to various forms: Exp 6, Lennard-Jones and 
Kihara. The best fit form, Exp-6, is used to 
calculate the Langmuir constant. At equilibrium, 
the chemical potential of water in liquid / ice 
phase will be equal to that of water in hydrate 

phase.  The other phase present is the gas phase.  
The reference chemical potential will be adjusted, 
if necessary, to get close agreement between the 
experimental dissociation pressure and the 
calculated dissociation pressure using a cell 
distortion model [4]. This model can be used to 
explore the possibility of producing low-pressure 
H2 hydrates with possible promoters such as 
tetrahydrofuran [5], propylene oxide, etc.  
 

II. AB INITIO CALCULATIONS 
To calculate binding energies between the 
hydrogen clusters (bi-hydrogen or tetra-hydrogen 
cluster) and one water molecule, the ab initio 
second-order Möller-Plesset (MP2) calculations 
will be performed using the GAMESS program. 
The basis set of 6-31++G(2d,2p) is used for the 
calculations. The distances between hydrogen 
molecules are selected as 2.58 Å for the bi-
hydrogen cluster and 2.90 Å for the tetra-hydrogen 
cluster. These two hydrogen clusters are assumed 
to be rigid bodies in the calculations. By varying 
the distance (r) between the water molecule and 
the hydrogen clusters, the binding energies can be 
calculated.  Then the angle averaged binding 
energies <DEcp(r)> are fit to Exp-6 form [3].  
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The curve fitting results are shown in Table 1. 

A. CALCULATION OF LANGMUIR CONSTANT 

With the smooth cell potential <W(R)> [3], the 
Langmuir constant for gas molecule j in a cavity of 
type i is determined by taking a volume integral. 
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Where a is the cavity radius. 
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Dm0
w (J/mol) 1486.49 

Dh0
w (J/mol) 693.66 

Small cavity radius (Å) 3.89 
Large cavity radius (Å) 4.73 

III. WATER CHEMICAL POTENTIALS IN THE 
WATER AND HYDRATE PHASES 

By the use of the chemical potential of the 
theoretical empty hydrate lattice, µβ, as the 
reference state (273.15 K and zero pressure), the 
equilibrium equation becomes 

∆µα
w  = ∆µH

w          (3) 

Where ∆µα
w  =  µβ - µα

w and ∆µH
w  =  µβ - µH

w  .  
The statistical thermodynamic model for the 
hydrate phase as stated by van der Waals and 
Platteeuw is 

∑ ∑
=

−−=
2
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H
w )1ln(v

RT
θ

µ∆  (4) 

 
where vi is the number of i-type cavities per water 
molecule and qij is the fractional occupancy of i-
type cavities with j-type molecules. The fractional 
occupancy is expressed as 
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=
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where f j is the fugacity of the gas. Peng-
Robinson's correlation is used for the calculation 
of the fugacity in this work. The model developed 
by Holder et al. [6] is used to predict the chemical 
potential of water in the aqueous phase that is in 
equilibrium with the hydrates. The model is given 
as 
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 Table 2 shows the calculated reference chemical 
potential difference, reference enthalpy difference, 
and two cavity radii by using the cavity distortion 
model. These values, along with the pair potential 
parameters in Table 1, allow us to predict 
dissociation pressures over a wide range of 
temperatures as shown in Figure 1. 

 
Table 1: Exp-6 Curve Fitting Results 

 
 

 
Table 2: Reference Parameters and 

Optimized Cavity Radii of H2 Hydrates 
Pure Hydrogen Hydrates Dissociation Pressures
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 Figure 1: Pure H2 Hydrates Dissociation pressures 
with temperature 
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Abstract — It is well established that electric 
fields can modulate brain function.  However, 
many aspects of the interaction of electric fields 
with nervous tissue remain unclear; in particular 
the mechanisms by which small electric fields 
modulate nervous system function need to be 
quantified.  The study of how electric fields affect 
brain function is important for several reasons.  
First, these studies directly address concerns about 
the potential risks of human exposure to environ-
mental electro-magnetic fields such as those gen-
erated by power-lines and mobile phones.  Second, 
these studies provide insight into the mechanisms 
by which electric fields generated by the brain 
itself (as are manifest in the EEG) could 'feed-
back' unto the brain and modulate brain function.  
Lastly, they have practical application in the de-
sign of electrical brain stimulation devices  for the 
treatment of neurological diseases (e.g. Deep 
Brain Stimulation). 
 
Here we demonstrate a novel mechanism by which 
single cells in the brain 'amplify' very small elec-
tric fields.  Small electric fields, such as those 
commonly found in urban environments will po-
larize neurons by only a small amount; for this 
reason small electric fields have previously been 
considered ineffective/safe.  However, we propose 
the effects of electric fields when coupled with a 
depolarizing ramp input (typical of cellular com-
munication), can affect the timing of firing thresh-
old crossing.  This process results from the non-
linear properties of brain cells as illustrated in 
Figure 1.  The amplified change in timing (∆T) is 
inversely proportional to ramp slope and directly 
proportional to the amount of polarization (∆V): 
∆T=∆V/(ramp slope). 
 
Figure 1: Schematics of the novel proposed 
mechanism for field amplification.  A) A small 
membrane polarization (∆V) due to an extracel-
lular field can significantly effect the firing time 
of a neuron (∆T) in response to a depolarizing 
(synaptic) ramp. B1) Predicted relationship be-
tween change in firing time and initial membrane 

polarization for three different ramp slopes.  Note 
that for each ramp slope the relationship between 
firing time (∆T) and polarization (∆V) is linear; 
moreover, the slope of this relationship is in-
versely related to the ramp slope.  The change in 
timing for any given membrane polarization 
increases (is ‘amplified’) as the slope of the ramp 
is decreased.  B2) The inverse relationship be-
tween the ramp slope and the sensitivity to mem-
brane polarization can then be summarized in a 
single plot.  Note that a polarization of 1 mV, as 
is expected from in vivo extracellular fields (see 
text), will result in firing time changes of physio-
logical significance.  
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The novel single neuron amplification mechanism 
was validated in hippocampal slices.  CA1 Py-
ramidal neurons were slightly polarized by varied 
levels of holding current and their firing time in 
response to depolarizing ramps were measured.  
For each ramp, we determined the change in firing 
time resulting from a change in holding current.  
Hyper-polarization of the neuron with an increas-
ingly negative holding current, incrementally 
delayed action potential firing time in response to 
a ramp.  The change in timing increased linearly 
with the holding current and inversely with ramp 
slope (Figure 2A).  These results show that the 
membrane dynamics of real CA1 pyramidal neu-
rons support the novel single neuron amplification 
mechanism proposed above (compare with Figure 
1B2) 

 In separate experiments, electric fields 
were generated across tissue and the resting poten-
tial of a single neuron was monitored.  Applica-
tion of a constant uniform field induced a mem-
brane polarization.  The polarization of the neuron 
was dependent on the direction of the field (Figure 
2B).  The magnitude of the polarization was a 
linear function of field strength.  The steady-state 
sensitivity (coupling strength) of neurons ranged 
from 0.06 to 0.22 mV per 1 mV/mm applied uni-
form field (n=21).  The applied field could signifi-
cantly modulate the firing latency of single neu-
rons to intracellular current injection (Figure 2C).  
Fields inducing membrane hyperpolarization 
delayed action potential initiation while fields 
inducing membrane depolarization had the oppo-
site effect(Figure 2B).  These results demonstrate 
the profound effect even a small field-induced 
polarization can have on spike timing.  Moreover, 
the relationship between AP timing and depolariz-
ing ramp slope, predicted above and demonstrated 
for changes in intracellular holding current (Figure 
1), is shown to be valid for polarization by ex-
tracellular fields (Figure 2A,C).   
 
Figure 2: CA1 pyramidal neuron action potential 
timing in response to ramp stimulation, effect of 
applied fields on neuronal polarization (A) Open 
squares: For each ramp, the resulting calculated 
slope (in s/nA) was plotted against the slope of the 
injected depolarizing ramp (nA/s).  Line: Result of 

simulation using integrate-and-fire neurons (see 
1.B2).   (B) Application of a uniform field caused 
the polarization of a CA1 pyramidal neuron; the 
magnitude of the polarization was linearly related 
to the amplitude of the electric field. (C) The neu-
ron was depolarized with intracellular current 
ramps of three slopes during application of uni-
form fields.  Uniform fields caused a change in 
action potential firing time.  Note that for lower 
amplitude current ramps, the effect of any given 
amplitude field was more pronounced. 
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These results demonstrate our hypothesis 
for magnification of the effect of small electric 
fields through changes in the timing of action po-
tentials.  These results are particularly relevant for 
situations in which small electric fields are manifest 
in the brain (e.g. environmental fields).   Fields 
previously considered too small to have an affect on 
physiology, must now be considered. 
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Abstract � Improving infrared-based rainfall 
retrieval algorithms using satellite-based multi-
spectral infrared (IR) and microwave (MW) is the 
main objective of this study.  A multi-sensor 
algorithm based on an artificial neural networks 
system is in development for estimating more 
accurate rainfall using cloud-top IR brightness 
temperature from the Geostationary Operational 
Environmental Satellite (GOES) in conjunction 
with microwave from the Advanced Microwave 
Sounding Unit (AMSU). Combining both sources 
of information is expected to improve the accuracy 
of rainfall estimates because IR sees only the 
cloud top and MW inside it. 

I. INTRODUCTION 
Estimating accurate precipitation from remote 

sensing information is still a challenge, particu-
larly, for remote and mountainous regions where 
ground-based gauge networks and radar coverage 
are not available.  This study attempt to develop a 
multi-sensor algorithm based on an artificial neu-
ral networks system which can facilitate the rain 
rates estimates on those areas.  The idea is to use a 
combination of remotely sensed infrared from the 
Geostationary Operational Environmental Satellite 
(GOES) with microwave from the Advanced Mi-
crowave Sounding Unit (AMSU) using the feature 
that infrared provides brightness temperature only 
from the cloud top, but microwave spectrum can 
penetrate deeper and provide some properties from 
inside the clouds.  Therefore, using multi-sensor 
IR and MW information is expected to improve 
the accuracy of precipitation estimates.   

II. BACKGROUND 
Previous investigations had developed algo-

rithms to estimate rain rates using different model 
inputs.  There exits a variety of algorithms that 
only uses infrared to estimate rainfall in real time, 
like Hydro-Estimator (HE), Auto-Estimator (AE), 
Precipitation Estimation from Remote Sensing 
Information using an Artificial Neural Networks 

(PERSIANN), and the GOES Multi-Spectral Rain-
fall Algorithm (GMSRA).  In addition to IR, HE, 
AE and GMSRA use physical parameters obtained 
from the Eta Model in addition to IR to adjust 
rainfall estimates according to atmosphere condi-
tions.  Additionally, AE use radar to discriminate 
cirrus from raining clouds [1], and, GMSRA uses 
a set of thresholds between all the five GOES 
channels [2].   

There are algorithms that only use satellite-
based microwave such as: the Special Sensor Mi-
crowave/Imager (SSM/I), Tropical Rainfall Meas-
uring Mission (TRMM) and AMSU-B. MW-based 
algorithms tend to underestimates warm precipita-
tion, and IR based algorithms has the tendency to 
overestimates, mostly over land, for the reason 
that infrared cannot provide information from 
inside cloud physics which are required for esti-
mating accurate rainfall amount.  Therefore, most 
researchers are trying to add microwave to infrared 
for rainfall estimation.  For instance, the MW-IR 
Blended algorithm uses relationship between MW 
rainfall estimates and IR brightness temperature 
and the modified version of the PERSIANN model 
is trained using microwave-based rainfall.  Other 
algorithms are combination of existing operational 
algorithms like the regression technique of the 
Self-Calibrating Multivariate Precipitation Re-
trieval (SCaMPR), which uses GMSRA, AE, and 
SSM/I algorithms [3].   

The main difference between those algorithms 
and the one that is in development in this study is 
the input data as well as the model structure.  Most 
of the mentioned algorithms that use cloud top 
brightness temperature from GOES are physical 
based model or use operational microwave rainfall 
estimates for model calibration 

III. METHODOLOGY 
For this study, an artificial neural network 

system is applied to develop a model to estimate 
rainfall at 0.25° x 0.25° resolution.  IR cloud top 
brightness temperature from GOES 10, channel 4 
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(10.7 µm), and microwave limb corrected bright-
ness temperature from AMSU 89 and/or 150 GHz 
were selected as model inputs because they are 
more correlated with rainfall.  NEXRAD stage IV 
rainfall data, radar measurement calibrated against 
rain gauge observation, is used to train and vali-
date the ANN model.  The study area is located in 
western United States, between latitudes 32º N to 
42º N, and longitudes 100º W to 110º W (Figure 
1).  Warm season storms in summer 2004 were 
selected as the warm season to be studied. 

 

 
 
 
 

Figure 1:  Study Area 

IV. RESULTS AND DISCUSSION 
Study of the various parameters of the ANN 

model is ongoing, such as training and minimizing 
the errors of the networks.  The following results 
are from the best ANN obtained so far, using 
backpropagation and adaptative learning with two 
inputs, two hidden layers with 12 neurons in each 
one, and one output of rainfall estimates.   

Figure 2 shows the relationships between 
model rainfall estimates obtained from IR data and 
rainfall observation with an average correlation 
coefficient about 0.51, for the calibration case.  
Figure 3 and 4 show the model estimates vs. ob-
servations, for the calibration case, using combina-
tion of MW and IR with average correlation coef-
ficient of about 0.61 (about 0.63 for using AMSU-
89 GHz and 0.59 using -150 GHz).  Therefore, the 
combination of MW and IR can improve the IR-
based rainfall estimates.  However, the mentioned 
ANN network did not work well for validation 
case and should be modified.  
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Figure 2:  Scatterplot of model rainfall estimates 

vs. rainfall observation using only IR 
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Figure 3:  Scatterplot of model rainfall estimates 

vs. rainfall observation using IR+MW (89 GHz) 
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Figure 4:  Scatterplot of model rainfall estimates 
vs. rainfall observation using IR+MW (150 GHz) 
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Abstract — In the last three decades, remote 
sensing has rapidly explored various fields of 
applications. One of the challenges is application 
of remote sensing for estimating global precipita-
tion (rainfall/snowfall) particularly over regions 
where traditional observation technique cannot 
cover. In this project, satellite based multi-
spectral cloud information is used for snowfall 
rate estimation. The developed model uses cloud-
top infrared (IR) from the Geostationary Oper a-
tional Environmental Satellites (GOES) in con-
junction with microwave (MW) spectral bands 
from Advanced Microwave Sounding Units 
(AMSU). Ground surface information and also 
some meteorological information are combined 
with remote sensing data, to improve snowfall 
detection and estimation. An artificial neural net-
work (ANN) system is used in this study.  

I. INTRODUCTION  
Precipitation, (rainfall/snowfall), is a key factor 
required for hydrological, hydro-climatological 
and meteorological models applied for flood and 
weather forecasting, climate change predicting, 
water resource management and many other 
applications. Snowfall estimates are also used to 
update existing Snow Water Equivalent (SWE) 
required for different scientific communities such 
as: River Forecast Centers (“RFCs”) and Weather 
Forecast Offices (“WFOs”). SWE is the major 
source of water supply in the most parts of the 
world, particularly in the western and 
southwestern of United States. Furthermore, 
traditional ground-based techniques can only 
provide snowfall depth observations over specific 
stations, while there is no gridded based measuring 
system. 

This study aims to develop an artificial neural 
network-based algorithm for estimating snowfall 
rate from satellite-based cloud observations. Most 
of research groups are working on developing 
remotely sense based model to recognize snow 
covered areas and estimate snow depth. For 
instance, researches at the University of Arizona 

use conceptual models [1]. In this study, snowfall 
estimates are obt ained using remotely sensed 
microwave and infrared observation data. Real 
time snowfall estimation will allow us to improve 
runoff predicting and flash flood forecast ing.  

STUDY AREA AND T IME 

The study area is selected over the western Unites 
States, with longitude from 109W to 114W and 
latitude from 42N to 47N. More accurate snowfall 
information is very important for the most water 
related applications. The study time is December 
12-13, and 27-29, 2003. 

II. METHODOLOGY 
In order to estimate snowfall depth from satellite 
IR imagery a methodology was developed. It is 
based on t wo steps: 

FIRST STEP : SNOWFALL DETECTION 

In this study, ground surface temperature is used 
for recognition of snowfall area. The assumption is 
that if the maximum daily temperature is less than 
zero degrees Celsius then the pixel is classified as 
only snowy pixel, but if it is above zero, then the 
pixel is classified as rainy or mixed snow -rain 
pixel during that day.  Figure 1 shows the snow 
level (frozen layer), which distinguishes the snowy 
area (above this level) from the rainy area.  The 
frozen layer is selected at the level that the 
maximum daily temperature is equal to 0° Celsius. 

 
 
 
 
 
 
 
 
 

 
Figure 1: Snowfall Detection (frozen layer) 

Snow Level 
(Frozen) 

Rainfall  

T > 0 

Snowfall 
T < 0 

Snow -coverage 

293



SECOND STEP : SNOWFALL RATE ESTIMATION 

An Artificial Neural Network (ANN) technique is 
selected to derive the relationship between inputs 
(multi-sensor information) and snowfall rate.   

Multi-sensor information from three different 
sources has been used in this study.  They included 
satellite-based IR from Geostationary Operational 
Environmental Satellites (GOES), spectral band 
observation that  provides  cloud top brightness 
temperature (T b) and MW from Advance 
Microwave Sounding Unit (AMSU) that  can 
penetrate inside clouds. Ground-based information 
such as: topography  (DEM) and temperature , 
because snowfall amount varies at different 
surface temperature and elevation. Atmospheric 
information, such as air temperature, relative 
humidity and wind speed at 700 mb level were 
also used.  

For training the model, SWE information from 
SNOTEL stations was used. The assumption is , if 
the maximum daily surface temperature is less 
than 0ºC, the difference between SWE from the 
same and the previous day would be equal to 
snowfall rate during that day . 

III. RESULTS AND DISCUSSION 
T he relationships between snowfall rates from 
model vs. ground based information are illustrated 
and discussed in this section.  

    Snowfall estimates using only GOES-IR data 
show very poor correlation with the ground-based 
observations (Figure 2), with CC =  0.39. 

         
Figure 2: Using IR as input to estimate snowfall. 

 
    Infrared-based model snowfall rate estimates have 
been improved by adding MW at 89GHz (MW89) 
and/or MW at 150GHz (MW150) to IR.  Improvement 
of IR-based model estimates using combination of IR 
and MW89, with CC = 0.58,  is demonstrated in 
Figure 3.  And, using IR in conjunction with MW150 
could also improve IR-based estimates  with CC = 
0.61 (Figure 4), even more than using IR+MW89.   
Figure 5 illusrates  that using combination of both 
MW spectrum with IR could increase the correlation 
between model estimates and observation up to 0.69. 

          
 

Figure 3: Using IR and M W89 as model input 
 

     

Figure 4: Using IR and M W150 as model input  
 

    
 

Figure 5: Using IR, MW150, and MW89 as input  

IV. CONCLUSIONS 
− Adding microwave cloud information to infrared 

as model input can improve snowfall estimates. 
− Microwave at higher frequency is more sensitive 

to snowfall rate. 
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Abstract — Long Island Sound (LIS) is one of the 
largest estuarine systems on the Atlantic coast of 
the U.S. The Sound, however, has been contami-
nated with various pollutants, including or-
ganochlorine pesticides such as chlordane. The 
concentrations of chlordane and other organochlo-
rine pesticides were determined by GC-ECD and 
the enantiomeric fractions (EFs) of chlordane were 
determined by GC-MS with negative chemical ioni-
zation. The results show that chlordane and other 
organochlorine pesticide are still widely present at 
these sites, with concentrations in the range of 0.04-
30 ng/g sediment. The EFs of chlordane in the 
surficial sediments are close to that of a racemic 
standard, suggesting that bio-selective degradation 
was not the key mechanism for the attenuation of 
chlordane in the surficial sediments. 

I. I NTRODUCTION 
Long Island Sound (LIS) is one of the largest estua-
rine systems on the Atlantic coast of the U.S., ranked 
4th in population (over 6 million) and 10th in popu-
lation density among U.S. estuarine drainage areas. It 
provides vital transportation and rich fishing and 
shell-fishing grounds for commercial interests. The 
Sound, however, has been contaminated with various 
pollutants, including organochlorine pesticides such 
as chlordane. The contamination and declining envi-
ronmental quality directly threatens the regional 
fishing and shell-fishing industry. Information on the 
fate of organochlorine pesticides in the sediments is, 
therefore, of direct practical importance. The struc-
ture of trans-chlordane and cis-chlordane is shown in 
Figure 1. 

Chiral compounds are generally produced as ra-
cemic mixtures that contain equal amount of (+) and 
(-) enantiomers. The chiral signature is often de-
scribed by the enantiomeric fraction (EF), defined as: 
 
 
where C+ and C- are the concentrations of the (+) and 
(-) enantiomers, and C is the total concentration of 

the two enantiomers. Physical or chemical break-
down do not change the racemic signature of chiral 
compounds.[1] In contrast, microbial degradation 
and biological metabolism may be enantioselective 
and therefore change the chiral signature.[2] 

The objectives of the project are to: (1) determine 
chlordane concentration decline in surficial sedi-
ments from Long Island Sound (LIS); (2) elucidate 
the mechanisms that may have caused the chlordane 
concentration decline in LIS sediments; and (3) ex-
amine the chiral signature of chlordane residues in 
the LIS sediments to assess the significance of mi-
crobial degradation on chlordane removal. 

 

Figure 1: Chiral structures of chlordane. 

II. EXPERIMENTAL METHODS 
We visited 10 sites in LIS that were established by 
the National Oceanic and Atmospheric Administra-
tion’s National Status and Trends (NS&T) Program. 
The sediment sampling sites are shown in Figure 2. 
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We took surficial sediments in these sites, and took 
sediment cores at four sites: LIMB, LILN, LITN, 
LIHH. Surficial sediment samples contain only the 
top 1-cm of sediment within the area of the grab jaws 
and 50-cm long core sediments were taken from each 
of the four sites.  

Chlordane and other compounds are extracted 
from the sediment by Soxhlet extraction. In order to 
remove interferences and sulfur in the Soxhlet ex-
tract, Florisil cleanup and sulfur cleanup procedures 
were employed.  

Quantitative analysis of the organochlorine pesti-
cides in sediments was accomplished by gas chroma-
tography with an electron capture detector (GC-
ECD). A DB-5 capillary column of 30 m × 0.25 mm 
× 1 µm was employed; chiral signature of chlordane 
in the sediment samples were determined by GC-MS 
in the negative ionization mode (GC-NIMS). A Be-
tadex120 column of 30m × 0.25mm × 0.25 µm was 
used; m/z 410, 412 was used for selected ion moni-
toring mode.  

 

Figure 2: Sampling sites of sediment in LIS. 

III. RESULTS AND DISCUSSION 
Trans-chlordane(TC) and cis-chordane (CC) were 
determined by GC-ECD, and the concentrations 
results are shown in Table 1. The chiral signature 
analysis gave the EF values for surficial sediments 
that are listed in Table 2.  

From the surficial sediments results we can see 
that chlordane and other PBTs are still widely present 
in the LIS surficial sediments almost 20 years after 
its ban; Manhasset Bay and Little Neck Bay which 
are close to high population density area are the most 
contaminated area; the EF values of the surficial 
sediments are close to racemic which indicate no 
enantiomer selective degradation like bio-
degradation; racemic in surficial sediments indicate 
racemic sources, house foundation sources, for ex-
ample. 

Site  
TC 

ng/g dry wt. 
CC 

ng/g dry wt. 
LIHR 0.05  1.82  
LISI 0.34  0.41  
LIHU 0.04  6.48  
LIMR 0.41  1.99  
LIHH 1.57  2.58  
LITN 4.02  4.88  
LILN 7.98  21.33  
LIMB 13.13  29.63  

Table 1: Chlordane concentration of LIS surficial 
sediments. 

Site EF (CC) Stdev EF (TC) Stdev 
LIHR BD   0.55  0.04  
LISI 0.61  0.07  0.49  0.02  
LIHU 0.57  0.05  0.49  0.03  
LIMR 0.52  0.03  0.49  0.02  
LIHH 0.52  0.04  0.51  0.03  
LITN 0.52  0.02  0.50  0.01  
LILN 0.52  0.01  0.50  0.01  
LIMB 0.51  0.01  0.50  0.01  

 
Table 2:  EF values of LIS surficial sediments.  
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I. INTRODUCTION 
Natural and man-made sources produce aerosols, 
which are mixed in the atmosphere. The contribution 
of individual sources to the air pollution is appreci-
ated by determination of compounds which are typi-
cal for sources, so called markers. The markers are 
metals, ions, inorganic or organic compounds. Our 
interest is focused on polar organic compounds. 

Polar organic compounds play an important role in 
aerosol analyses. They serve as markers of different 
aerosol sources: 

1. resin acids for soft wood burning  
2. syringol for hard wood burning 
3. monocarboxylic acids (MCA) for the vegeta-

tive detritus 
4. 9-Hexadecenoic acid and particulate nonanal 

for cooking 
5. dicarboxylic acids (DCA) predicate the 

amount of secondary built aerosol. 

II. ANALYTICAL PROCEDURE 
The analytical procedure was developed for determi-
nation of polar organic compounds in the atmos-
pheric aerosols and several aerosol sources. The 
polar compounds were extracted with the mixture of 
methanol and acetone from a filter under ultrasonic 
agitation. Consequently, the organic acids are deriva-
tised to the methyl esters. The target analytes were 
then extracted to cyclohexane and determined with 
GC-MS.  

Gas chromatographic measurements were performed 
on HP-5890 connected to a mass selective detector 
HP-5971A (70eV). The experiments were performed 
on a capillary column HP-5 MS (30 m x 0.25 mm 
I.D. x 0.25 μm film thickness). The injection was 
done with an autosampler GC-PAL. 

 

III. MOTIVATION OF REALISATION 
This work is part of the AQUELLA and AQUELLIS 
projects. The goal of these projects is the make up of 
a source model for particulate matter in the atmos-
phere. Therefore it is necessary to analyse source 
samples and ambient air samples. It is performed to 
find out the biggest producers of the atmospheric 
aerosols and subsequently to prevent exceeding the 
legal limits of PM10 concentrations in the air 
(50µg/m³ daily mean). 

IV. RESULTS 
In present work data from source samples (cooking, 
wood combustion) and ambient air samples will be 
presented. Ambient air samples come from three 
Austrian cities (Graz, Salzburg Wien). It will be 
shown that the city aerosol exhibits the same compo-
sition in the three towns, although they all have dif-
ferent geographically and meteorological situations. 
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Abstract — Finite mixture models are a popular tool
for modelling unobserved heterogeneity. As these models
are in general very complex, it is essential to have suitable
methods for model diagnostics which allow e.g. to check
for model identifiability, model fit and possible model re-
strictions. In this paper we propose to use the paramet-
ric bootstrap for model diagnostics and to visualize the
bootstrap results using parallel coordinate plots. The ap-
plication of the proposed methods is illustrated using an
artificial example.

I. Introduction

This paper outlines the use of the parametric boot-
strap for finite mixture model diagnostics as a special
case of the general framework presented in [1], which
encompasses different resampling methods.

II. Finite mixture models

The finite mixture models considered in this paper
are given by

H(y|x,Θ) =
K∑
k=1

πkF (y|x,ϑk)

where H is the mixture distribution, x is an optional
vector of regressors, y the vector of responses, K the
number of components, F the component distribu-
tion function, ϑk the component specific parameters
and πk the subcomponent probabilities. Θ is the vec-
tor of all parameters with Θ ∈ Ω, where Ω denotes
the space of admissible parameters for K-component
mixtures. The restrictions on the parameters are

– 0 < πk ≤ 1, ∀k = 1, . . . ,K,

–
∑K
k=1 πk = 1, and

– ϑk 6= ϑl, ∀l 6= k with l, k ∈ {1, . . . ,K}.
Given the number of components K and the com-
ponent distribution function F , AK = AK(F,Ω) de-
notes the set of all finite mixture models withK com-
ponents and mixture distributions of form H(·|·,Θ)

In a frequentist framework the Expectation-
Maximization (EM) algorithm is the most popu-
lar method to determine the model a(XN ) ∈ AK

with the maximum likelihood. As the EM algorithm
might be trapped in a local optimum, it is in general
recommended to choose the best solution of several

runs with different starting values in order to detect
the global maximum.

III. Model diagnostics using
resampling methods

Resampling methods are already a popular technique
for model diagnostics of linear and generalized linear
models. The use of the parametric bootstrap for
finite mixture models has been proposed for

– determining the number of components [2, 3]
– estimating standard deviations [4] and
– checking for identifiability problems [5].
The parametric bootstrap procedure can be out-

lined by:
1. Estimate â(XN ) ∈ AK and determine a corre-

sponding parameterization Θ̂ ∈ Ω.
2. Sample B bootstrap samples X bN (b = 1, . . . , B)

independently with the parametric bootstrap:
X bN ∼ â(XN ).

3. Fit models to the bootstrap samples using the
EM algorithm with either
(a) random initialization: âb(X bN ) ∈ AK0 with

possibly K0 6= K, or
(b) initialization in Θ̂: âb(X bN , Θ̂) ∈ AK0 with

K0 = K.
Depending on whether global or local characteris-
tics of the fitted model are analyzed either random
initialization or initialization in the solution is used.
Random initialization introduces the problem of label
switching which has already received some attention
in Bayesian analysis and which makes it necessary
to suitably relabel the components before making
component-specific analyses.

IV. Visualization

Parallel coordinate plots are a visualization tech-
nique for hyperdimensional data [6]. For visualizing
the bootstrap results the data used are the parame-
ter estimates of each component of the models fitted
to each bootstrap sample. This visualization tech-
nique can be enhanced by

– adding the confidence intervals for the parame-
ter estimates derived using standard asymptotic
theory and
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– using different colors or line types for each of
the components after appropriate relabelling,
e.g. by imposing an ordering constraint on one
of the parameters.

V. Example

All computations are done in R [7] using package
flexmix [8]. For illustration we use an artificial exam-
ple of a finite mixture of Gaussian regression models
which is not identifiable due to intra-component la-
bel switching [9]. It is assumed that the following
mixture distribution consisting of three components
has been fitted to a sample with 50 observations for
each value of x where x is a binary variable with
values {0, 1}:

Class 1: π1 = 0.45, y = x+ ε
Class 2: π2 = 0.45, y = 2 + x+ ε
Class 3: π3 = 0.10, y = −2 + ε

with ε ∼ N(0, 0.1).
The parametric bootstrap procedure is applied to

this model with B = 200. As identifiability problems
are investigated, the EM algorithm is randomly ini-
tialized and the best solution of 5 repetitions is re-
ported. The fitted parameters are visualized in Fig-
ure 1. It can clearly be seen that the estimated pa-
rameters cluster around three distinct values for the
coefficient of the intercept, while they cluster around
a single point for σ. The identifiability problem is in-
dicated by the different bundles which connect the
estimates of the coefficients of the intercept to those
of x.

Min Max

π

coef.intercept

coef.x

σ

Figure 1: Parallel coordinate plot of the parameters
fitted to 200 parametric bootstrap samples. The line
types are according to an ordering constraint on the
intercept.

VI. Conclusions & future work

The presented procedure is based on resampling
methods and can be seen as complementary to meth-
ods using standard asymptotic theory. In order to
facilitate the interpretation of the results a visual-
ization method is proposed which uses parallel coor-
dinate plots.

In the future these methods shall be implemented
by extending the R package flexmix. As flexmix al-
lows the user to easily extend available functional-
ity and develop new mixture models, the diagnostic
tools can be used for all these models as this ap-
proach is general enough to be applied to different
kinds of mixture models.
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Abstract — Prolactin is a protein hormone, 
synthesized and secreted from the lactotrophs. 
Among prolactin functions, we find the 
participation in osmo-regulation in lower 
vertebrates. Since today it has not been studied 
whether mammalian lactotrophs response directly 
to aniso-osmotic conditions. We therefore used the 
cell-attached patch-clamp technique to monitor 
discrete changes in membrane capacitance in 
isolated rat lactotrophs at normal and hypo-osmotic 
conditions. Our data confirm that discrete changes 
in membrane capacitance very likely represent 
fusion-fission of prolactin-containing secretory 
vesicles with the plasma membrane and that hypo-
tonicity increases the probability of vesicle fusion 
with the plasma membrane. 

I. INTRODUCTION 
Prolactin is a protein hormone, synthesized and 
secreted from cells of the anterior pituitary gland, 
the lactotrophs. Over 300 different functions of 
prolactin have been reported, among which also the 
participation in osmo-regulation in lower 
vertebrates [1]. However, whether aniso-osmotic 
conditions affect the secretory activity of 
mammalian lactotrophs is yet unclear. 

II. METHODS 
We used the cell-attached patch-clamp technique to 
monitor discrete changes in membrane capacitance 
(Cm) in isolated rat lactotrophs, prepared as primary 
cultures. Since biological membranes behave like 
electrical capacitors, Cm is directly proportional to 
membrane surface area, which is changing due to 
fusion and fission events. Therefore, by using the 
cell-attached patch-clamp technique, we monitored 

discrete changes in Cm in isolated rat lactotrophs at 
normal and hypo-osmotic conditions [2]. 

III. RESULTS 
We measured the incidence of elementary events of 
fusion of prolactin-containing secretory vesicles 
with the plasma membrane at normal and hypo-
osmotic conditions. Out of 29 patches with a total 
recording time of 4.1 h, we recorded discrete Cm 
elementary events in 13 patches. In all patches that 
exhibited Cm steps we observed that an up-step was 
followed by a down-step with the same amplitude 
within less than 1 s. Together they represent 
transient fusion event, also known as "kiss and run" 
exocytosis, where after the vesicle fusion with 
plasma membrane the fusion pore reverses, vesicle 
integrity is reformed and partial release of vesicle 
content is achieved [3]. 

The amplitude of events was 0.8 – 6.0 fF, which 
agrees well with the size of prolactin-containing 
vesicles in lactotrophs [4]. While the average 
amplitude of elementary events increased slightly 
following the addition of hypo-osmotic medium, no 
change in the average fusion pore dwell time has 
been noticed. However, the probability of 
occurrence of elementary events increased in 8 of 
13 patches following the hypo-osmotic shock. 

IV. SUMMARY 
Our data show that discrete changes in Cm very 
likely represent fusion-fission of prolactin-
containing secretory vesicles with the plasma 
membrane and that hypo-tonicity increases the 
probability of vesicle fusion with the plasma 
membrane. 
 
 

303



REFERENCES 
 
[1] M. E. Freeman, B. Kanyicska, A. Lerant, and G. 

Nagy. Prolactin: structure, function, and 
regulation of secretion. Physiological Reviews, 
80(4):1524–1631, October 2000. 

[2] E. Neher and A. Marty. Discrete changes of cell 
membrane capacitance observed under 
conditions of enhanced secretion in bovine 
adrenal chromaffin cells. Proc. Natl. Acad. Sci. 
U.S.A., 79:6712–6716, November 1982. 

[3]  M. Stenovec, M. Kreft, I. Poberaj, W. J. Betz 
and R. Zorec. Slow spontaneous secretion from 
single large dense-core vesicles monitored in 
neuroendocrine cells. FASEB J., 18:1270–1272, 
August 2004. 

[4]  R. Zorec, S. K. Sikdar and W. T. Mason. 
Increased cytosolic calcium stimulates 
exocytosis in bovine lactotrophs. Direct evidence 
from changes in membrane capacitance. J. Gen. 
Physiol., 97:473–497, March 1991. 

304



 

Methods from SPM family 
 

Jaroslav Kala  
Doctorate Degree Programme (2) 

Dept. of Physics, Faculty of Electrical Engineering and Communication,  
Brno University of Technology,Czech Republic  

E-mail: xkalaj00@stud.feec.vutbr.cz 
Supervised by: Doc. Ing. Lubomír Grmela, CSc. 

 
 

 
Abstract -The defectoscopy went through a huge 
improvement during last century. Until recently the 
word “nanotechnology” was only music of the 
future or hot object of the Sci-Fi discussions. In the 
present, thanks to many methods, we can observe 
tested items on the atomic level and herewith 
defectoscopy obtains new proportion. For better 
examination of the sample is good to use several 
methods of defectoscopy. These methods can offer 
us different view on the tested surface of the object 
and on its local characteristics. The poster 
describes two methods from SPM (Scanning Probe 
Microscopy) family and their junction. First part is 
dealing with common description of STM (Scanning 
Tunneling Microscopy) method and its advantages 
and disadvantages. Two modes of TS 3130 modified 
STM are described. The 3D processing and its 
benefit for defectoscopy and SPM methods are 
studied. The details of SNOM (Scanning Near-field 
Optical Microscopy) method, its advantages and 
disadvantages in the local nondestructive 
measurement are also presented.  

I. SCANNING TUNNELING MICROSCOPY 
STM belongs to the group of devices with a raster 
probe known as SPM (Scanning Probe Microscope). 
These microscopes work in this way: the surface of 
the object is scanned by the help of thin mechanical 
probe, which is proceeding very closely to the 
surface and the signal acquired from particular point 
forms subsequently whole picture of the object. The 
carrier of the information can be electric current or 
voltage, respectively [1].   

STM uses a tunnel effect, which is coming up when 
an electric charge breaches the air barrier. The 
electric charge breaches the barrier even if the 
distance sample-tip is very low (a few nanometers). 
Therefore we need to place the probe very close to 
the object. When electric current breaches the barrier 
the magnitude of this current can be read and 
compile one point of the image.   

Example of the STM microscopes is TS 3130 
instrument made by TESCAN Brno Company. TS 
3130 can operate in two modes, constant current 
mode and constant height mode [2].  

II. SCANNING NEAR FIELD OPTICAL 
MICROSCOPY 

The significance of SNOM is that it allows a spatial 
resolution with more than an order of magnitude 
improvement over the best conventional optical 
methods, including laser scanning confocal micros-
copy. Although optical characterization is the most 
widespread method to analyze materials from biolo-
gy to the semiconductor industry [3], it suffers from 
one inherent problem: the diffraction limit provides a 
spatial resolution limit of about half of the wave-
length of light. Thus, features smaller than 250 nm 
can not be imaged or spectrally characterized with 
visible light. SNOM combines scanning probe mic-
roscopy instrumentation with optical microscopy and 
spectroscopy to provide optical characterization with, 
in some cases, 15 nm lateral resolution by using a 
visible light. The technique employs a sharpened 
optical fiber [4] that is coated with metal such that a 
small aperture (approximately 25 nm diameter) is 
formed at the tip of the fiber. This aperture serves to 
illuminate a small spot on the sample which is much 
smaller than the conventional diffraction limit. The 
sample is then scanned beneath the tip and the image 
is formed in the same fashion that a dot matrix prin-
ter prints a picture. 

This method offers the use of a very small light sour-
ce as the imaging mechanism, by using a point-like  
light source with a diameter much smaller than the 
wavelength of light. To reach the resolution better 
then diffraction limit is necessary to lighten the sam-
ple from vicinity, often only a few nm. Thereby will 
be frustrated so-called “near-field”. Instruments of 
the SNOM method can operate in two principal mo-
des, reflection and transmission mode.  
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III. CONCLUSION 
 

There is a possibility to join STM and SNOM 
method. By creating of the instrument, which can use 
SNOM and STM at the same time, it is possible 
through one scanning process to obtain two images 
of the tested material and use all advantages of both 
methods. Thanks to similarity of both methods, it is 
possible to use only one probe for either side. If the 
scanning probe is coated by metal or another 
conductive material, there is  a possibility to use it for 
STM and SNOM simultaneously.  

Movement of the sample below the probe performs a 
piezo-nanomanipulator. Both methods need to use 
nanomanipulator, which is a crucial component for 
STM and SNOM set-up. The instrument combining 
both methods can be used in nondestructive testing. 
The goal of this design is to obtain cheaper and simp-
ler system.  
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Abstract — This contribution is aimed at the con-
structional and architectural analysis of Great Mo-
ravian Masonry churches with a rectangular chan-
cel which could be connected with what is known as 
“Irish-Scots” architecture. 
Although only ground plans and some structural 
components of these buildings have been preserved 
in the region of the Czech Republic, we can carry 
out their hypothetical reconstruction with the use of 
modern scientific methods. In this context there has 
been a very important recent occurrence; the recent 
research into St Margita Antiochijska´s Church in 
the village of Kop�any in the Slovak Republic. This 
church is considered to be the oldest existing sacred 
building in Central Europe. 

I. INTRODUCTION 
Great Moravia was a nation which was located in the 
present territory of the Czech and Slovak Republics 
from 833 to 905-8 AD. The oldest Great Moravian 
masonry churches were built perhaps at the beginning 
of the ninth century, and the main building activity 
was in the second half of the ninth century. To this 
day only fragments of foundations have been pre-
served, giving an idea of buildings´ ground plans, and 
various architectural and structural components.  

We suppose that there were two important types of 
architecture which could have influenced Great Mo-
ravian buildings: 

− Byzantine architecture 

− “Irish-Scots” (or West European) architecture 
To this day about 20 to 24 church fragments have 

been found. The only existing complete Great Mora-
vian church is St Margita´s Church in the village of 
Kop�any in the Slovak Republic. 

II. ANALYSIS OF MASONRY CHURCHES 

A. TYPOLOGY AND ARCHITECTURE 
As an example we can introduce the church in the 
village of Modrá in the Czech Republic “Figure 1”. 

This Great Moravian church with a rectangular 
nave and near right-angled chancel is considered to 
be an example of the genuine type of Celtic insular 
church from the period of the eighth century [1]. 

This church had internal nave dimensions (7.5 x 
5.6m) almost equal to the double of its internal chan-
cel dimensions without a triumphant arch (3.8 x 
2.8m). Its longitudinal axis was oriented from west to 
east. 

 

Figure 1: Ground plan of the church in the village 
of Modrá near Velehrad (CZ) [1] 

B. BUILDING CONSTRUCTION ANALYSIS 
In connection with recent research we can present the 
following technical data about the chosen structures 
[2, 3]: 

− The foundations were built of stone and lime 
mortar. Their width was about 600 – 740mm 
(= 2-2½ Roman feet, 1 Roman foot is 
295.7mm). 

− Vertical bearing walls were built of stone (e.g. 
sandstone) bonded with lime mortar, some-
times with an admixture of brick shards. The 
brickwork sometimes contained Roman 
bricks. 

− Floors were made of clay or lime mortar 
poured on a gravel layer. The floor covering 
was often made of stone tiles. 

− The brickwork was often plastered with a lime 
plaster which was sometimes covered by paint 
or internal wall paintings. 
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− The sloping roof was supported by a roof 
frame. Its pitch was about 35-40°. St Margita´s 
Church roof has a slope of about 52°. Roofing 
was made of shingles or thatches or it was 
consisted of roofing tiles of Roman character, 
e.g. pantiles. 

C. ST MARGITA´S CHURCH IN KOP�ANY 
This building “Figure 2” is the only preserved Great 
Moravian church in existence and it was built at the 
earliest in the beginning of the tenth century. It has a 
near right-angled chancel and a rectangular nave 
which was formerly connected with an antechapel. 
The internal dimensions of the nave are about 4.9 x 
3.8m, and the chancel is about 2.5 x 2m. The design 
of this church comes from Carolingian cultural influ-
ence, which was spread by the Salzburg archbishop-
ric (e.g. St Kilian´s church in Höxteri from 780-
800AD). 

Its brickwork is made of quarry sandstone and 
some limestone which is bonded by lime mortar. The 
longitudinal bearing walls are not vertical, but are 
sloped into the nave. The height of the bearing walls 
of the nave is about 6m and in the chamber it is about 
5.1m. The brickwork was simply daubed on two sides 
with the lime mortar which poured out from the 
bricks´ mortar joints. The authentic cylindrical vault 
in the chamber is very interesting too. The nave ceil-
ing was made up of a cylindrical vault or there was a 
roof truss with a view to a garret. There are two well-
preserved authentic window-holes in the northern 
frontage. There were made with the help of arch 
centering. The windows have a semicircular funicular 
arch with a triangle keystone and near-perpendicular 
window lining.  

Over the course of time, some modifications have 
been made to this church, for example: the rebuilding 
of the southern frontage windows in the middle of the 
thirteenth century, portal modification in the sixteenth 
century, and baroque conversion in the seventeenth 
century. Even so, it is believed that 80% of the total 
mass of the church is authentic. [4] 

 

Figure 2: St Margita´s Church in Kop�any (SK). 
View of the north-eastern frontage. 

At the present time an archeological survey is still 
being carried out which will certainly bring a substan-
tial quantity of new knowledge to clarify the many 
problems connected with the hypothetical reconstruc-
tions of Great Moravian churches. 

III. CONCLUSION 
According to the basic information presented here it 
is noticeable that we have certain data for research 
and for the following reconstruction of the above-
ground parts of buildings. Although there are a lot of 
experts from various fields, who have been interested 
in this problem for a very long time, there are still 
plenty of underlying questions which we can not 
satisfactorily answer. 

Among key questions requiring consideration: 

− The heights and widths of bearing walls.  

− The conceivable dimensions and shapes of 
gaps which could be made in bearing walls. 

− The type of nave and chancel ceiling (e.g. 
vault, joisted ceiling or opening to roof truss). 

− The type of roofing in connection with roof 
slope and the type of roof covering used. 

− The validity of the modular system and the 
mutual ratio of dimensions. Using a Roman 
foot (= 0,2957m) as a basic measure.  

− Analogy between the chosen Great Moravian 
churches and examples of so-called “Irish-
Scots” architecture which have been preserved 
in Western Europe and in the United King-
dom. 

Specific hypothetical models have been made in 
the past, but they have not taken note of real condi-
tions satisfactorily, particularly the static and con-
structional aspects. There is therefore space for civil 
engineers, who can make, with the help of archaeolo-
gists, real models with consideration given to the real 
behaviour of buildings. 
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Abstract — These days, an extremely accent is 
putted on efficient and quality of construction. 
There is a demand for new management tools in all 
production areas of construction. Effectivity growth 
of construction processes, in perception of inte-
grated management systems in the field of construc-
tion, also depends from new management tools. 
These tools have the duty to preserve complex qual-
ity of keeping work at desired level. That tool can 
be an integrated management subsystem of con-
struction processes, where a graphic representation 
of this tool is presented with integrated map of 
construction processes. 
The paper deals with depiction of integrated man-
agement subsystem of construction processes 
model, whose basis is the integrated map of con-
struction processes. 

I. INTRODUCTION 
With introduction of management systems in the 

field of quality, health and safety protection and 
environment protection at construction, a production 
of new management tools is connected. These tools 
have to be managed effectively and have to support 
management systems in the organization. With the 
introduction of management systems came the idea 
to integrate the common elements in the separate 
management systems (subsystems) and the creation 
of common Integrated management system for every 
field. The result is the integrated management sys-
tem, which in my field of study compounds areas of 
quality, health and safety and environment. With the 
existence of integrated management system, also 
management tools must exist. At the organization 
level, the management system is presented with the 
organization politics, a reference manual, directives, 
management process documentation, management of 
records and the like. The firms have perfectly elabo-
rated these management systems. 

Construction product in contractor organizations is 
a structure. The structure is made out of organization 
residence, at the construction site. The problem of 
many construction firms is to bring the management 
system to the level of the structure, and give it into 

workers disposal, which are the main value of con-
struction process in the final product – the structure. 

II. INTEGRATED MANAGEMENT SUBSYS-
TEM OF CONSTRUCTION PROCESS 

The solution of this problem can be a new man-
agement tool – integrated management subsystem of 
construction processes. The aim of such system is to 
integrate all fields of the system (quality of processes 
and products, health and safety at work, protection of 
environment) in construction, but also to provide the 
workers with needed information at right time. The 
result is a harmony in construction, work effectivity 
and contractors satisfaction. 

The basis of integrated management subsystem of 
construction processes is integrated map of construc-
tion processes. The map introduces graphical treat-
ment of the system. There are specified individual 
elements of the system, reciprocal connections and 
converts between elements, the outputs from the 
system are in form of documents and records. 

III. INTEGRATED MAP OF CONSTRUCTION 
PROCESSES 

The aim of the map of construction processes is 
graphically to explain to the user, the model of the 
system. The map represents the whole composition 
of the system and his whole functionality. 

The map consists of several records, which repre-
sent independent data group. The structure of map 
comes from an integrated card of construction proc-
ess, where are analyzed constituent quality factors of 
construction process (people, material, machines, 
regulators, actions, environment, time and surround-
ings). The quality factors, which create the construc-
tion process, represent aspects (influence on quality, 
health and safety protection, environment protection), 
which affect construction process. The consequence 
of the aspects is the influence in constituent fields. 
This influence has impact at constituent and ultimate 
result of the structure. The aim of the tool is to show 
the possible aspects and: 
− to define the field of their constitution, 
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− to define the impact of the aspect in constitu-
ent field. 

− to evaluate aspect, and to try to remove his 
impact, or to moderate the impact, 

− to define the synergy of effects, causing the 
impacts in construction process. 

After analyzing the aspects, it is necessary to 
monitor and to check their impact in constituent 
fields. The QES (Quality – Environment – Health 
and Safety) plan was developed for the supervision. 
The QES is an innovative element in plans for man-
aging the projects. Its main aim is to manage and to 
control inconvenient impacts from constituent factors 
in the fields of quality, health and safety and envi-
ronment, as their compound effects. The constitution 
of impact prevention expects the notification, the 
advisement and the education of workers for actual 
aspects and their impacts in the constituent fields. 

The QES plan is a component of the system, and 
his model is an element of integrated map of con-
struction processes. For creation of QES plan it is 
needed more information, which is entered in the 
records. 

The outputs in the map are indicated for the aspect 
measurement stage, as for the construction processes 
control stage. The outputs are used for: 
− aspects assessment and impacts valuation for 

quality, occupational health and safety and 
environment protection at building site, 

− risk valuation and risk management at build-
ing site, arising from executed operations and 
products, 

− progress assessment for construction proc-
esses, 

− request identification and accessing of regula-
tions and other request associated with quality, 
occupational health and safety and environ-
ment protection at building site and their con-
tinuous actualization, 

− measurable index/characteristic assessment, 
and their impact manage from other opera-
tions utilization, 

− responsibility identification for individual 
construction processes/construction opera-
tions, 

− training and education, considering to required 
specialized capability of employees, 

− coincidence monitoring of transmitted opera-
tions and progress with construction regula-
tions request, 

− transmitted processes control. 

IV. CONCLUSION 
The Integrated map of construction processes is 

possible to use as a foundation for the creation of a 
database system, which increase efficiency of the 
data work in the field of the construction process 
managing. The aim is to simplify and to streamline 
the work with the construction documentation and to 
manage the construction processes, as for as the 
continuous evaluation of each construction process. 
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Abstract — In this contribution we present unique 
THz time-domain measurements of quantum cas-
cade lasers. By coupling externally generated 
broad-band THz pulses into the laser structure, the 
processes within the active zone of the laser can be 
probed. Compared to Fourier transform infrared 
spectroscopy parameters like absorption, reduced 
losses and amplification can directly be measured 
in time-domain and distinguished. This gives infor-
mation regarding the energy, dynamics and coher-
ence of optical transitions in such structures. 

I. INTRODUCTION 
In recent years Terahertz (THz) technology has been 
successfully developed to a state of the art tool in 
physics, chemistry and medicine [1]. The outstanding 
properties of this particular part of the electro-
magnetic spectrum (0.1-10 THz) makes it to one of 
the most promising frequency bands for future appli-
cations. Moreover, the non-ionizing property of THz 
radiation and the possibility of performing contact-
less measurement makes it a good alternative to x-
rays. 
A very promising device for science and commercial 
applications is the THz quantum cascade laser 
(QCL) [2]. Such devices can be designed to the re-
quired wavelengths and show extremely high output 
powers compared to their size. Until now their prop-
erties have only been measured in terms of output 
power, wavelength and spectral line width of the 
emission. However, there is still a lack of additional 
information about the internal processes of such 
structures. Especially the internal dynamics of QCLs 
are of great interest and cannot be accessed by meas-
urement methods performed in frequency–domain 
like standard Fourier transform infrared spectros-
copy. A promising technique to obtain the needed 
data is Terahertz time-domain spectroscopy (THz-
TDS) [1]. Such measurements performed in time-
domain allow determining the properties and dynam-
ics of such semiconductor devices by optical probing 
of the electrically driven active zone. 

II. EXPERIMENTAL SETUP 
A THz-TDS system with a femtosecond pulse laser 
source is used to generate the THz radiation. The 
laser provides pulses with a length of 85 fs centered 
at a wavelength of 820 nm. The THz pulses gener-
ated with a photo-conductive switch are guided 
through the QCL and detected with an electro-optic 
sensor made of 300 µm thick gallium-phosphide. The 
sensor is coated with an ultra-thin metallic layer 
which acts as anti-reflection coating [3] and allows to 
reach a spectral sensing bandwidth of 7 THz with a 
signal-to-noise ratio of more than 60 dB. 
The THz-QCL used in this report is a unipolar 
GaAs/AlGaAs heterostructure with a bound-to-
continuum intersubband lasing transition [4]. The 
QCL’s threshold current density for lasing is below 
150 A/cm2 and the emission line (Figure 1) is cen-
tered at a frequency of 2.87 THz (λ ~ 105 µm).  
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Figure 1: Emission spectrum of the THz-QCL. 

The structure was processed into a 2 mm long ridge 
laser with a width of 170 µm. Since the wavelength 
of used the THz radiation is larger (~60–600 µm) 
than the cross-section of the waveguide (170x12 µm) 
special coupling optics were employed (Figure 2). 
The THz beam is primarily focused by a parabolic 
mirror and a spherical silicon lens in close proximity 
to the laser ridge facet. In addition an aperture is used 
to avoid beam parts bypassing the chosen laser 
structure. For suppressing background noise and 
measuring directly the interaction of THz pulses with 
the QCL modulation spectroscopy was applied. 
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Figure 2: THz-QCL with incoupling optics. 

III. RESULTS  
Without activating the laser structure no modulation 
in the probe signal can be observed. But by activating 
the laser and increasing the current through it an 
inversion of population of the lasing transitions in the 
active zone is built up. If then externally generated 
THz seed pulses are coupled to the waveguide they 
initiate a coherent emission. This makes it possible to 
sense directly the QCL’s electric field of the output 
emission in time-domain and so the internal dynam-
ics of the laser. In Figure 3 the transmitted and the 
modulation signal is shown. During the time when 
the probe pulse passes the laser’s cavity oscillations 
build up and persist for more than 10 ps. The spec-
trum of those oscillations shows various features. 
The peak intensity correlates with the QCL’s lasing 
line of 2.87 THz and shows the gain bandwidth of 
the device which is about 0.3 THz. The region 
around 1.2 THz is most likely related to reduced 
losses in the biased injector and the charge carriers in 
the active zone. 
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Figure 3: (a) THz-TDS seed pulse and (b) modula-

tion signal through the QCL (inset: spectrum of 
the modulation signal). 

 

In Figure 4 the current dependency of the modulation 
signal and the output power is shown. The amplitude 
of the observed oscillations starts to increase before 
the driving current reaches the lasing threshold level. 
This indicates that the oscillations follow the gain of 
the device. This observation stands in a good agree-
ment with the theory because the lasing on-set condi-
tion (gain > losses) is not essential for obtaining a 
modulation signal which just probes the active zone. 
This information allows us in future experiments to 
get first-time insight in the real-time processes in the 
starting laser. This would lead to a better understand-
ing of the involved physics and the knowledge 
needed for fundamental improvements of quantum-
cascade based devices. 

50 100 150 200 250

0

10

20

30

40

50

60

70

80

90
 Gain @ 2.87 THz (Modulation signal)
 Output power

 

 

S
ig

na
l (

ar
b.

u.
)

Current density (A/cm2)  
 

Figure 4: Current dependency of the QCL output 
power and the gain. 
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Abstract — Chemical-looping combustion is one of the prin-
cipal ways of removing CO2 from fossil fuel burning. A math-
ematical model for the simulation of the fuel reactor was de-
veloped and implemented as computer program. For a selected
number of determinative system parameters, simulations of the
system were conducted. The influence of the parameters on the
gas and solid conversion is shown from the start of the opera-
tion of a unit until gas and solid conversion reach their dynamic
equilibrium.

I. INTRODUCTION

In principal there exist four different pathways for
CO2 separation from fossil-fuel-powered plants;post-
combustion capture, where the CO2 is removed from the
flue gas,pre-combustion capture, where the fuel is con-
verted to hydrogen by a reforming process before burning
it, oxy firingwhich uses pure oxygen to burn the fuel and
lastly chemical-looping, where oxygen is transported to
the fuel via a metal carrier.

Chemical-looping is the youngest [1] of these meth-
ods and has the potential to become an important tool for
cost-efficient climate protection to which Austria com-
mitted with the signing of the Kyoto Protocol [2].

An oxygen carrier is used in a circulating fluidised bed
to burn the fuel (CH4 in this work) without contact to air,
so that the flue gas consists only of carbon dioxide and
water (see Figure 1). The latter can be easily condensed
to obtain pure CO2 for further processing (e.g. seques-
tration).

As oxygen carrier serves a metal (Fe, Ni, Cu are the
most promising) that can be enhanced by a harder support
material to increase the life expectancy and decrease the
costs of the method.

The carrier is oxidised in a fast fluidized bed and then
transported into a bubbling bed reactor where it is re-
duced with the fuel. The oxygen-depleted carrier is trans-
ported back into the first reactor to undergo another cycle.

The fuel reactor of a chemical looping system is a crit-
ical part for the optimization of the process. Using a
mathematical model of the reactor, a simulation program
allows cheap, fast and efficient optimisation.

Figure 1: Basic scheme of the chemical looping process.

II. MODEL DESCRIPTION

The fuel reactor model is based on a modified version of
the two-phase theory [3]. Especially the rate of reaction
is critical for the model because in general it will not be
of first order with respect to the conversion of the solids
(see Eq. 1).

dX

dt
= ri (1−X)nConvCni (1)

Therefore the reaction rate cannot be represented prop-
erly by a mean conversion of solids within the bed. In
addition, particles in different oxidation states can be
found simultaneously in the bed. At a distinct level in
the bed, particles in a certain oxidation state may be re-
duced whereas particles in another oxidation state may
be oxidised at the same time for thermodynamic reasons.

In order to allow proper reaction rate calculations, the
particles are divided into a given number of conversion
classes of a specific conversionXk and a certain class
width ∆X. Each class is related with their mass frac-
tion E(Xk). This technique has been demonstrated by
Thurnhofer [4].

E(Xk) =
nk

∑N
i=1

ni

(

∆X =
1
N

)

(2)

Since the modified two phase theory provides informa-
tion on how fluidised bed characteristics change over the
height of the reactor (see Figure 2), the model is capable
of predicting the change of the gas conversion over the
height of the reactor. Since this information is only very
difficult to obtain by experimental work, the modelling is
an interesting possibility to conduct fast and cost efficient
optimisation and scale-up work on the reactor.
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Figure 2: Predicted change of gas concentrations over the
reactor height for the basic operation case (see Table 1).

Model Parameter Value

Fuel flow (100% CH4) [Nm3/h] 1
Reactor temperature[K] 1123.15
Reactor pressure[Pa] 1.01·105

Oxygen carrier [-] Ni (Al2O3)
Fraction of active carrier [-] 0.4
Bed material mass flow[kg s-1] 0.06
Particle diameter[m] 1.35·10-4

Apparent particle density[kg/m3] 3.45·103

Table 1: Basic model simulation parameters.

III. RESULTS AND DISCUSSION

Figures 3 and 4 show some results of the parameter study.
While Figure 3 shows variations (Table 2) of the entire
bed material across different simulations, Figure 4 shows
the equilibration of the oxidation state at the begin of the
operation. The oxygen loaded bed material is reduced by
the fuel and a certain part of the material is constantly
replaced with fresh unspent particles from the air reactor.

Parameter Values

TemperatureT [K] 1073 1098 1123 1148 1173
Fuel FlowV̇F [Nm3/h] 0.50 0.75 1.00 1.25 1.50
Solid Fl. Ṁ [10-2 kg/s]3.15 4.73 6.30 7.88 9.45
Bed heightHb [m] 0.06 0.09 0.12 0.15 0.18
Part. diam.dp [10-4 m] 0.68 1.01 1.35 1.69 2.03

Table 2: Parameter variations. The parameter value of
the base case is printed in bold.

IV. CONCLUSION

The method has been demonstrated in principle and the
measurements conducted during the operation of a hot
laboratory-scale unit prove in accordance with the model
calculations that the gas concentrations at the exit are
chemically equilibrated [5].
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Figure 3: Mean solid conversion versus time for all con-
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Abstract — For many medical and technical applications the
delivery of high power laser pulses is necessary. Beside the
possibility of transmission without destruction of such laser
pulses through a single optical fiber, the spatial shape of the
output beam is of great importance, because the transmitted
beam needs to be focused again. Only hollow core photonic
band gap fiber showed the potential to provide those desired
and optimum properties. Additionally, the hollow core can be
evacuated to prevent the formation of plasma, which inevitably
would lead to destruction of the optical fiber.

I. INTRODUCTION

The laser-induced damage threshold (LIDT) of silica is
the common limitation why standard optical fibers can-
not be used for delivery of high power laser pulses. That
constraining threshold damage fluence lies at around 100
J/cm2 for 10 ns pulse duration. For precise and tight
focusing only a high quality beam can be used. Such
a beam consisting merely of the fundamental mode at
the optical fiber output can be provided only by con-
ventional single-mode fibers or by hollow core photonic
band gap (PBG) fibers, single-mode fibers, however, are
constrained by LIDT. Large core or multimode silica
fibers are in principle able to transmit high power laser
pulses but only with poor quality at their output. Hol-
low core fibers have been shown to guide high intensity
laser pulses as well, but facing the same problem of low
quality beam output like the multimode fibers. For tight
focusing a beam of quality close to the diffraction limit
M2 ≈ 1 is required. To overcome both limitations of con-
ventional and hollow optical fibers the hollow core PBG
fiber was developed. The structure comprises the hol-
low core and a two-dimensional photonic crystal around
the core, which provides spatial filtering and thus allows
to obtain a high quality beam at the output of the fiber
by monomode propagation also for rather large diam-
eters up to 20 µm. PBG fibers are specially manufac-
tured for a certain wavelength or a narrow band of wave-
lengths due to the photonic crystal type periodic struc-

ture. Worth mentioning are the comparable high losses
of PBG fibers by reason of an other guiding principle
than the conventional optical fibers used in telecommu-
nications, which employ the principle of total internal re-
flection. The photonic crystal structure forms a narrow-
band dielectric mirror and thus the guiding in PBG fibers
is based upon multiple interface reflections, which intro-
duce greater losses along the transmission path.

II. EXPERIMENTAL DETAILS

The PBG fiber used in the experiments has in the mid-
dle a hollow core with a diameter of 15 µm and a sur-
rounding 7-layer photonic band gap structure (see Figure
1a). Furthermore, the PBG fiber is designed for a laser
emission wavelength of 1060 nm, at which the attenua-
tion reaches its minimum of 60 dB/km. The length of the
fiber in our experiments was 2 - 3 cm. Nanosecond laser
pulses have been shown to be the best solution for laser
ignition of gases [1]. A fortiori a flashlamp-pumped pas-
sively Q-switched Nd:YAG laser at a wavelength of 1064
nm was used as a source of high power laser pulses, pro-
ducing 5 ns and 10 ns short pulses at a maximum energy
of 30 mJ with adjustable repetition rate up to 50 Hz. The
beam quality of the laser was approximetly M2 ≈ 1.54.

Figure 1: (a) Cross section of the fiber (b) Single mode
pattern at the output

The incoming beam was focused into the core of the
fiber by using single aspherical lens with focal length 11
mm, which was fixed on a three dimensional microposi-
tioning stage. In contrast to the focusing lens, the fiber
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was fixed on the movable part of that stage, so that preci-
sious adjusting could be accomplished. One of the most
important steps in the experiments is to couple the laser
beam correctly and efficiently into the hollow core of
the fiber. Visualisation of the coupling process was per-
formed with the help of a CCD camera. A beam opti-
mally adjusted into the middle of the hollow core yielded
minimum attenuation of the fiber and allowed to take pic-
tures of single mode patterns as it can be seen on the Fig-
ure 1b.

III. RESULTS

To examine if the coupling procedure was successful
the input and output energies were measured and then
the coupling and transmission efficiency was calculated,
which lies at a value of approximately 80%. Certainly,
this value is strongly dependent on the surface quality
of the fiber. Due to non-availability of a conventional
cleaver designed specially for the hollow core PBG fiber,
cleaving was done by hand, so the surface quality was di-
rectly related to the results and thus could be determined
by the energy measurements as well.

The first goal of the performed experiments was to find
out the threshold energy under normal pressure condi-
tions. It was determined, that the breakdown occurred
at higher pulse energies than 610 µJ when using 10 ns
pulses and above 260 µJ when using 5 ns pulses. This
corresponds to flux of 330 Jcm−2, which is three times
higher than the LIDT of bulk silica. It should be pointed
out that using this fiber as a device for the delivery of high
peak power laser pulses for the purpose of ignititing gas
mixtures in internal combustion engines, the repetition
rate was set to 12.5 Hz to simulate the authentic condi-
tions. To reach the threshold intensity for being able to
ignite every type of common gases at pressures, which
can prevail in such combustion chambers, an energy of
10 mJ per pulse is needed. This results in increase of in-
tensity which leads to air-breakdown by forming plasma
sparks causing inevitable damage to the fiber. Solely the
evacuation of the hollow core allows to overcome this
barrier, because the threshold intensity of air-breakdown
increases with decreasing pressure. Hence 10 mJ can be
reached at a pressure of 1.5 mbar [2].

The Figure 2 below shows the results of output energy
from the fiber versus the reduction of pressure in the vac-
uum chamber. Evacuation down to 300 mbar could be
done up till now and led to increased breakdown thresh-
old, which rose from 610 µJ to 1.067 mJ and consequen-
tially nearly doubled.

IV. CONCLUSION

These experiments were focused on the backround of ap-
plications for laser ignition in internal combustion en-
gines. As a consequence, investigations concentrated

on optical and mechanical material properties of hollow
core PBG fibers using nanosecond laser pulses. It can
be expected that using an inert gas like He or Ar in the
vacuum chamber also allows to increase the threshold en-
ergy because of the higher optical breakdown properties
of these gases. An energy flux of 660 Jcm−2 at 450 mbar
looks promising so that further evacuation can lead to en-
visaged applications in field of laser ignition. This fiber
might provide a tool to transmit high power ultra-short
laser pulses down to fs duration, being e.g. important for
medical applications, as it has been shown earlier with ps
pulses [3].

-
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Figure 2: Output energy in respect to pressure.
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Abstract – Voltammmetry of immobilised 
microparticles (VIM) is electrochemical method, 
which has been used used for studying a number of 
chemical compounds reviewed in [1]. The aim of 
present work was to use VIM method for study of 
different powder materials immobilized at the surface 
of working electrode. Voltammetric, 
chronoamperometric and chronoptentiometric 
measurements of iron powder, chalcopyrite (CuFeS2) 
and hematite (a–Fe2O3) were realized in electrolytes 
with different composition and various pH. Influence 
of the mean particle size, electrolyte pH, electrolyte 
composition and scan rate to anodic oxidation or 
cathodic reduction processes were examined. 
 
INTRODUCTION   
 

Electrochemical analytical techniques [1] belong 
among characterization methods of well-defined 
specificity. While the more traditional methods of 
elemental and phase analysis (chemical or 
microprobe analysis, X-ray diffraction and spectral 
techniques) can be used universally for almost any 
solid, electroanalysis can be applied only in certain 
cases. But if applicable, electrochemical investigation 
of powdered material can bring more detailed 
information on the investigated compounds. 

Voltammetry of immobilized microparticles (VIM) 
is a convenient method for electrochemical study of 
powder materials such as organic compounds (indigo, 
acridine, quinhydrone) [2], oxides of iron [3], 
manganese [4] and chromium [5], metal sulphides 
and many other materials [6], including Fe powder 
[7].  

The method described enables immobilization of 
powder particles onto the surface of paraffin-
impregnated graphite or other suitable electrode 
material and application of such prepared electrode 
for study of powder properties. VIM is useful, fast 
and handy method for studying powder materials. 
The method requires no complicated instrumentation 
and can be used in less sophisticated laboratories. 

The aim of this work was to show several examples 
of powder electroanalysis of different powder 
materials immobilized at the surface of working 
graphite electrode. 

 
Influence of the mean particle size, electrolyte pH, 

electrolyte composition and scan rate to anodic 
oxidation or cathodic reduction processes was 
examined. In the present work, the quantitative 
aspects of voltammetry of immobilized 
microparticles (electrode surface covering, 
repeatability of immobilization) were also 
investigated. 
 
EXPERIMENTAL 
 

 Working electrode was obtained by mechanical 
deposition of samples on the surface of paraffin 
impregnated spectral graphite rod. Electrochemical 
measurements (cyclic voltammetry, 
chronoamperometry and chronopotentiometry) were 
done in a common three-electrode cell with above 
described working electrode, saturated calomel 
reference electrode (SCE) and platinum plate as 
auxiliary electrode. Measurements were performed 
with a PC-controlled potentiostat ECASTAT 110 PS 
(Istran, Bratislava, Slovakia).  

Voltammetric, chronoamperometric and 
chronoptentiometric measurements of iron powder, 
chalcopyrite (CuFeS2) and hematite (a –Fe2O3) were 
realized in electrolytes with different composition and 
various pH. Iron powder was studied in 1 M acetate 
buffer with 1 M KCl (1 M total acetate, acetic acid to 
sodium acetate ratio 1:1, pH~4.5). For chalcopyrite 
0.5 M HCl + 3 M NaCl with addition of CuCl2 
solution was used and finally 1 M acetate buffer for 
studying of hematite. The solution of supporting 
electrolytes was prior to experiment deaerated with 
N2 and N2 atmosphere was kept over the solution 
during measurements.   

Particles size: Fe powder < 45 µm, and 63-100 µm 
CuFeS2 <73 µm and a-Fe2O3 <10 µm. 
 
RESULTS AND DISCUSSION 

 
Potential of anodic as well as cathodic peak is 

influenced with particle size and with scan rate of 
voltammetric measurements.  The influence of mean 
particle size on voltammetric peak potential was 
studied with iron powder. Figure 1 shows anodic 
dissolution voltammograms of two different iron 
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powder fractions. Peak potential shifts to more 
positive potential with increasing of particle size.  

Figure 1: Dependence of Ep on particle size 
   
Volatmmetric peak potential of hematite reductive 

dissolution depends on scan rate and a shift from         
-250 mV to -550 mV for scan rates 0.2 mV s-1 to           
50 mV s-1 can be observed.  Because the scan rate and 
particle size are factors, which affect peak potential 
significantly, for qualitative analysis  only curves 
registered for the same scan rates and approximately 
equivalent powder fractions can be evaluated.  

Cyclic voltammetry was also used to studying the 
electrochemical behaviour of powdered chalcopyrite 
mineral in dilute hydrochloric acid.  

Figure 2 represents cyclic voltammogram of 
chalcopyrite electrodissolution. As scan proceeds to 
more negative potential, a cathodic peak C1 appears. 
This peak means iron (II) ions reduction in 
chalcopyrite lattice, because it does not appear in the 
second scan, and was not found in voltammorgams 
registered with CuS and Cu2S powder.  

Figure 2 Cyclic voltammogram of chalcopyrite 
 
Reduced iron is oxidized in A1 like acitive 

dissolution together with copper, and in A3 like 
transpassive dissolution together with chalcocite to 
covellite oxidation according to reaction (1).                                             

−+++→ eCuCuSSCu 22
2 (1) 

Current peaks A1, A2, A3 and C2, C3 could be 
assigned to oxidation or reduction of chalcopyrite 

intermediates like chalcocite and covellite. Cathodic 
current peak C3 reflects the reduction of copper (II) 
into covellite (CuS), and C2 could be reduction to 
copper. Statistical evaluation of immobilization 
process was  performed with chronopotentiometric 
and chronoamperometric measurement of anodic 
dissolution of iron powder. Relative standard 
deviation for immobilization process obtained from 
chronoamperometric experiments differs from 2.0% 
to 7.2%, average is 4.3%. Repeatability of 
immobilization for chronopotentiometry differs from 
5.2% to 18%, and, average is around 13% [9]. 
Chronoamperometric measurements are influenced 
with factors, which may misrepresent the results, and 
therefore can be stated that correctness of 
chronopotentiometry is better for evaluating of 
immobilization process, at least with respect to the 
quantity of immobilized material. 
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Abstract — In the last few years the operation of 
the hydro power plant has lead to an unwanted 
deposition of sediments in the downstream river 
reach. To solve the problem or at least to mitigate 
the inconvenient state the experiments on a physical 
model took place in the hydraulic institute of water 
structures and water management in Graz. 
This paper presents a two-dimensional numerical 
model of a river reach Salzach that has been made 
a few years later after the physical model has been 
built. 

I. INTRODUCTION 
Physical and mathematical hydraulic models are 
commonly used during design stages in order to 
solve the pretentiousness of planning a hydro power 
structure and to optimize and ensure a safe operation. 

In the last few years the operation of the hydro 
power structure St. Veit has caused an increased 
sediment deposition in the downstream reach. This is 
inconvenient in view of water energy exploitation 
and in view of river morphology. 

To answer the questions relating to river hydrau-
lics the experiments on a physical model took place 
in the hydraulic institute of water structures and 
water management in Graz. The aim of the research 
was to find the measures which would reduce the 
process of sediment deposition in order to decrease 
the extent of expensive maintenance. 

In the framework of the presented work a two-
dimensional numerical model of a river reach Sal-
zach has been made with an interface SMS and with 
a hydraulic modelling system FESWMS. 

II. THE MATHEMATICAL MODEL 

A. FINITE ELEMENT NETWORK  
The numerical model consists of 42 polygons and is 
composed of approximately 40 000 finite elements. 
The hydraulic values have been calculated in almost 
100 000 points (nodes). “Figure 1” shows the finite 
element mesh respectively the upstream section of a 
model. 

 

Figure 1: Upstream section of a two-dimensional 
mathematical model - finite element network 

B. MODELLING HYDRO POWER STRUCTURE 
The modelling of the hydro power structure's opera-
tional conditions presented a special challenge. 

Although FESWMS places special emphasis on 
modelling flow trough (along) hydraulic structures 
(e.g. highway river crossings) where complex hy-
draulic conditions exist turbine outflow had to be 
modelled by implementing an innovative approach. 
Use of "enabled" finite elements and exceeded 
roughness (Manning's value) in the turbine polygons 
provided increased outflow velocities and a sufficient 
difference between upstream and downstream water 
elevation. 

C. BOUNDARY CONDITIONS 
The mathematical model dealt with the hydraulic 
conditions in several different hydrological and op-
erational situations. As an upstream boundary condi-
tion different discharges was set in different flow 
simulations: mean discharge and discharges with 1, 
5, 30 and 100 year flood return period: 

− smQmean
38.88= , 
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− smQ 3
1 220= , 

− smQ 3
5 472= , 

− smQ 3
30 650= , 

− smQ 3
100 767= . 

As a downstream boundary condition water eleva-
tion was set. 

Also different operational situations were used. 
E.g. in some simulations all the gates were shut down 
and both of the turbines were in operation, in some 
simulations only one gate was opened etc. 

D. RESULTS 

 

Figure 2: Velocities: both turbines are in opera-
tion, only the third gates are opened 

The results obtained with mathematical model were 
sets of velocities, water depth and water height. “Fi-
gure 2” shows the results of a simulation of a flood 
with one year return period when only one gates are 
opened a both turbines are in operation. 

The study was also supposed to deal with the sedi-
ment transport. Since the program does not provide 
the necessary function, these calculations have not 
been done yet. 

III. CONCLUSIONS 
The comparison between water station level calcu-
lated by a two-dimensional mathematical model and 
the results obtained by the physical model showed 
that the water slope of the mathematical model is 
greater than the one given by the physical model. The 
measurements of water surface were not obtained for 
the period before the bed-form changes took place. 
The physical model on the other hand has been made 
with lower friction without the usual procedure of 
gluing small particles that provide an operational 
roughness, since the main focus of the research was 
on the sediment transport process. 

Therefore at this stage of the research it is difficult 
to evaluate the accuracy of the results obtained with 
the two-dimensional mathematical model, but the 
undertaken analysis represents a solid basis for fur-
ther research. 
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Abstract - Many companies realized that making 
business  in  nowadays  condition  of  preferring 
Internet  applications  and  approaches  of  
Information  Technologies  developments  is  no 
longer the same as it used to be. There is a need for  
re-design  of  companies’  business  processes  and  
implementation of newly improved application into  
company’s  internal  information  systems.  Actual  
trends are more oriented towards the usability of  
Information  Systems  with  the  support  of  
Information  and  Communication  Technologies  in  
every-day business processes. This fact requires an 
implementation  of  new  ICT  into  the  internal  
information systems of  companies,  through which  
company provides services or products. There is a  
need  for  new  service  development  and  further  
deployment. 

Based on several researches done in the area of  
adoption of eBusiness solutions, my main focus will  
be given to the small and medium-sized enterprises  
(SMEs).  The  main  goal  of  my  research  will  be  
discovering the state of the SMEs’ readiness for the  
adoption  of  the  eBusiness  solutions,  mostly  
preferring  the  usage  of  electronic  applications 
within  financial  business  transactions.  Financial  
management processes are not always the greatest  
interest  of  managers,  but  the  benefits  gained  
through the adoption can be massive [1]. 

Within the scope of my research I would like to  
focus on the level of “European SMEs’ readiness”  
for  adoption  of  eInvoicing  service  in  several  
regions of Finland and connect Finland in the ”e-
Invoicing way” with Sweden, Denmark and some  
other  EU  countries  (The  Netherlands,  Belgium,  
Slovakia, Slovenia, Czech Republic).  

I. E-INVOICING SERVICE

The service to be presented is an e-Invoicing service 
for cost-efficient and paperless method of processing 
invoices. The e-Invoicing Service suits  both SMEs 
and other organizations that issue invoices for goods, 
services and all other types of expenses. 

The purpose of e-Invoicing is to achieve cost savings 
both for the seller and the buyer by reducing the cost 
of  dealing  with  invoices.  By  converting  financial 
transactions from paper invoices into e-Invoices will 
increase the efficiency of information and payment 
flows  as  well  as  reduce  the  administration  burden 
related to the current paper work.

II. RESEARCH SEQUENCES 
Research  bases  on  the  theory  of  the  innovation 
adoption [2]. It is important to that the technological 
uncertainty of particular innovation is reduced due to 
the  fact  that  most  of  the  companies  are  trying  to 
avoid very complicated technologies. 
At the same time, the Roger’s theory of diffusion is 
applied. Diffusion of particular innovation means its 
dissemination and acceptance of the technology by 
market, in our case by the SMEs. The rate of such a 
adoption  is  influenced  by  several  variables,  where 
one of them is the achievement of the critical mass of 
adopters. Based on previously carried out research, 
the overall adoption of any eBusiness solution was 
growing exponentially  when the main obstacles of 
only 20% of the SMEs as the critical mass amount 
were removed. 
To  be  able  to  deploy  the  usability  of  e-Invoicing 
service  in  order  to  carry  out  a  successful 
implementation, it must follow a stepwise process.

A. PRE-PHASE

The  empirical  part  of  my  study  discusses  the 
adoption of electronic invoicing by SMEs. Data will 
be collected with a mail survey for detection of the 
current  situation  of  using  the  eInvoicing  service 
within  SMEs.  The  aim of  the  survey  is  to  try  to 
answer the question of how long it will take to the 
companies to adopt this service, and if they decide 
for non-adoptions, what are the reasons. 

B. COMPANIES’ READINESS

The  users’  acceptance  of  the  e-Invoicing  Service 
plays an essential role for its success.  Initial factor 
for the deployment of the eInvoicing service is the 
motivation and capability of SMEs. It is important to 
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find out the stage of their “readiness” for converting 
the paper invoicing into e-Invoicing.

Figure 1. The main obstacles for the adoption of 
the e-Invoicing service

Companies  willing  to  convert  their  invoices  must 
also adjust the core business processes. These core 
business processes are:

- CRM – Customer Relationship Management
- SCM – Supply Chain Management
- ERP – Enterprise Resource Planning

C. CREATION OF CHANNELS

By  using  an  example  of  an  already  running  e-
Invoicing  service  in  Finland  is  simple  to  be 
deployment by following the steps for  the tests of 
interoperability  between  participating  and  involved 
stakeholders:  banks,  operators,  SMEs and financial 
management (FM) applications creators. 

The main issue to be dealt  with is  the creation of 
communicating channels, of which functionality will 
be tested be following this sequences: 

1. The agreement between banks (and operators) 
provides the background for  the testing and 
know-how transfer

2. The interoperable e-Invoicing service between 
banks and operators is mutually tested

3. The integration of this FM application to the 
e-Invoicing service 

4. The  SME’s  selection  of  the  e-Invoicing 
service alternative and e-Invoicing agreement 
between the bank and SME is done
a. The Net-banking agreement between the 

bank and SME
b. The File Transfer agreement between the 

bank and SME
5. The sellers and the buyers are trained to the 

use of e-Invoicing
6. The e-Invoices are sent and received between 

SMEs and their big clients in real-life

D. TESTING OF INTEROPERABILITY

The interoperability testing will be studied between 
banks,  between  operators,  between  banks  and 
operators.  The  main  focus  will  be  given  to  the 
existing cooperation (interoperability) channels.

The players as well as the functionality of created 
channels are needed for the regional as well as for 
the cross-regional
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Abstract — We present the first experimental 
results of 129Xe hyperpolarization obtained by 4.7 T 
NMR system and high power semiconductor laser 
with reduced emission linewidth. The 
hyperpolarization process was based on the spin 
exchange collision technique between 129Xe atoms 
and optically pumped Rb atoms. The amplification 
of the 129Xe  spectral line amplitude about 400 times 
was achieved. Furthermore, the influence of the 
optical pumping duration to the 129Xe  spectral line 
amplitude was surveyed.  

I. INTRODUCTION 
The hyperpolarized xenon 129Xe plays major role 

in the study of microporous materials like zeolites. 
The study and application is based on the chemical 
shift in xenon gas. At very low hyperpolarized xenon 
pressures and at the room temperature, the chemical 
shift is sensitive to the interaction of xenon atoms 
with the walls. It leads to the study of microporous 
materials [1]. 

The production of HpG, predominantly the xenon 
129Xe became attractive for its potential applications 
in medicine as well. The powerful technique of MRI 
of human body has a limited ability to examine 
organs with low water content and/or with air spaces, 
such as colon or lungs. An introduction of a highly 
contrasting ingredient would significantly extend its 
potential. Gaseous xenon is normally not present in 
the body, so the experiments do not suffer from 
unwanted background signals. More, the 
hyperpolarized xenon acts as a non-radioactive 
source of very strong NMR signal, which can even 
lead to introduction of specialized simple MRI 
apparatuses with significantly less powerful magnets. 
These applications show that HpG may become a 
useful tool for non-invasive investigation of human 
lung ventilation, giving access to static imaging 
during breathhold, dynamics of 
inspiration/expiration, and functional imaging. 

II. EXPERIMENTAL ARRANGEMENT 
The experimental arrangement consists of two 

crucial parts.  
The first one is commercially available 4.7 T 

NMR system. It is used for 129Xe spectral line 
detection and as a source of the homogeneous 16 mT 
magnetic field too. The homogeneous magnetic field 
splits the Rb energy levels to two sublevels. For 
optical pumping is used the circularly polarized laser 
radiation, which excite Rb atoms with defined 
magnetic spin. The source of the laser radiation is the 
second one of the two mentioned crucial parts of 
presented arrangemet. The main component of the 
laser system is a high-power laser diode S-λ-3000C-
200-H (Coherent). The maximum output CW power 
is approximately 3 W and the central wavelength is 
about 797 nm at the temperature 25°C. Due to the 
efficiency of the Rb atoms optical pumping process, 
the laser diode emission linewidth had to be reduced. 
To achieve the laser diode emission linewidth 
reduction, a diffraction grating was used [2]. It was 
applied in Littrow configuration as a wavelength 
selective feedback. With experimental setup we were 
able to reduce the laser diode emission linewidth 
more then 10 times, from 1000 GHz to 69 GHz full 
width at half maximum. The power loss was 49%, 
from 3.14 W to 1.60 W. 
 

 
Figure 1: Experimental arrangement. λ/4 is a 

retardation quarter-wave plate, L1 and L2 is an 
optical telescope, DC is detection coil, T is a target 

cell and M is 4.7 T magnet. 
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III. EXPERIMENT 
The target cell used for measurement was a simple 

cylinder 9.2 cm long. The cell is made of borosilicate 
glass with flat windows. It was enclosed in a teflon 
box to allow thermostatization by a hot-air flow. The 
box with target cell was placed in front of the 4.7 T 
NMR system in homogenous 16 mT magnetic field. 

A small amount of Rb was moved into the cell 
under vacuum conditions. Before the cell sealing, it 
was filled by the mixture of xenon 129Xe (100 kPa) 
and nitrogen N2 (200 kPa). The target cell was heated 
to 100°C and the Rb vapor was optically pumped for 
30 minutes. Then, the target cell was placed into the 
4.7 T NMR system to obtain 129Xe spectral line. 

IV. EXPERIMENTAL RESULTS 
The spectral line of  129Xe in natural state is 

shown in Figure 2. The spectral line of the 
hyperpolarized 129Xe is shown in Figure 3. The 
amplification of the spectral line amplitude is about 
400 times. 

 
Figure 2: Spectral line of  129Xe in natural state 

 
Figure 3: Spectral line of  129Xe in hyperpolarized 

state 
The influence of the optical pumping duration to 

the 129Xe  spectral line amplitude is shown in Figure 
4. Relaxation time T1 is 26.9 minutes for natural state 
and 27.6 minutes for hyperpolarized state under 
given conditions. 
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Figure 4: Dependence of amplitude of 

hyperpolarized xenon spectral line on duration of 
laser optical pumping 

V. CONCLUSION 
We realized the experimental arrangement for 

129Xe hyperpolarization consists of 4.7 T NMR 
system and high-power laser system. We obtained 
the 129Xe spectral line for natural and hyperpolarized 
state. The amplification of the spectral line amplitude 
is about 400 times. The influence of the optical 
pumping duration to the 129Xe spectral line amplitude 
was surveyed. 

We realized the special laser system for Rb optical 
pumping [2]. The emission linewidth was reduced 
from 1 THz to 69 GHz with a half of the total optical 
power loss.  
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Abstract — Water erosion is a wide spread 
phenomena in Czech Republic . In recent years 
interest in conservation tillage systems has 
increased in response to the need to limit erosion 
and promote water conservation  
This Paper analyses efficiency of some erosion 
control measures of agronomic and technical 
nature is evaluated in view of their possible impact 
on landscape water regime and their contribution to 
the ecological stability of the landscape. Presented 
report brings an actual view on use of minimal soil 
cultivation from aspect of soil properties and 
contribution from standpoit water- management 
function protection against water erosion and  also 
examine, how these technologies influence 
hydraulic and hydropedologic characteristics of 
soil profiles mainly infiltration rate of soil and 
other physical parameters. 

I. INTRODUCTION 
In the locality of Studená in Southern Bohemia 
proceed measurement infiltration capacity soils and 
her influence on hydraulic and hydropedologic 
characteristics soil enviroment. This properties were 
measured variable on two different agricultural lands, 
which  that differs vary technologic process in a way 
ploughing. 

A long-term field trial was conducted at Studená to 
determine some parameters of soil physical and 
hydropedology properties in soil profiles to 0,10 0,20 
and 0,30 m depth under minimum tillage system  
There were observed the main physical soil 
parameters, namely: 
− Specific and volume mass 

− Maximum capillary capacity 

− Porosity etc. 

II. METHODS 
On determination infiltration rate of soil was used 
Double-ring method, which is described in a book [3] 
and gauging ring charactered Figure 1. 

Assigment of other hydropedologic characteristics 
proceed also according to in common use methodist 
whose is defined  in a book [3]. 

 

 
Figure 1: Sounding system 

III. RESULTS AND DISCUSSION 
In phase from June to August 2005 were effected 3 
infiltration tests in terrain. Out of him follows, that 
quantity suck up waters at point application 
ploughing is c. 3,30 l and seep rate attempt is vt1 = 
4,47 mm.min-1  during the first minute. After 10 min 
is quantity soak into waters 5,6 l and seep rate is vt10 
= 0,98 mm.min-1.But then no - ploughing technology 
are record somewhat different. Results show a 
decrease  infiltration capacity and soil increase water 
quantity 

As for the specific mass by working  minimal soil 
processing is biggest accretion notching of the zone 
0,2 - 0,3 m in the subsoil layers. Compare to that no- 
ploughing technology embodies globally average 
increase which can be detector bigger quality of soil 
organic matter. 

Volume mass reduced is again globally at average 
higher near soil protection technology. Tendency 
hereof indices would had grow up  direction deep, 
but owing to transformation and accumulation in 
profile can be this tendency substantial disturbed. 

At comparison actual moisture coming-out 
expressively better values near no-ploughing 
technology neat metering 16.6.2005 ( 64,15 % vol. , 
by topsoil.), when acknowledges better water storage 
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capillary, indeed and attached classical technologies 
this value was at 19.08.2005 quite higher in the zone 
0,1m ( 36,50% vol.). 

Situation about total porosity is kindles with 
minimal cultivation at the depth to the 0,1 m, 
compared to convectional tillage which shows on 
mature soil structure in topsoil by soil conservation 
technology. 

Try to valorize soil-moisture constant like 
retention water capacity, absorbability or full water 
capacity and maximum capillary capacity, find out, 
that values e.g . near absorbability under - riding 
funds porosity, even  in all cases metering are these 
values much higher namely in both collation 
technology. 

In concreate conditions then size infiltration rate of 
soil and seep rate is considerably dependent into a 
kind of surface, or finds-if  on surface crust, in the 
even of classical ploughing, which is for water very 
little for permeable and happens to undesirable 
surface runoff and production erosion, or is it surface 
softened whic is while using soil protection 
technology. 

IV. SUMMARY AND CONCLUSION 
Experimental results document a significant 
influence of soil loosing especially on an increase in 
the infiltration capacity of soil, leading to a decrease 
in the depth of surface runoff. 

Emphasis is put on handling with post-harvest 
remainders in system of soil cultivation without 
plowing effect of non-traditional technologies onto 
soil physical properties and soil organic matter, 
because this faces to improvement infiltration rate of 
soil at rainstorms and to dispraise areal surface 
runoff. 

For responsible evaluation however is tracked 
period too short and repetition rate small, 
nevertheless  project will go on and experiment will 
pecify.  
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Abstract — This paper deals with the design, con-
struction and measurement of the 5 MHz PLL oscil-
lator. The oscillator will serve as a secondary fre-
quency standard onboard an experimental commu-
nication satellite. The experimental satellite has an 
ultra-stable 5 MHz oscillator (USO). USO has 
excellent output signal parameters. Reliability is an 
essential requirement for USO. For this reason, the 
USO needs a back up. The described secondary 
frequency standard based on VCXO that can be 
locked to USO by phase-locked loop (if USO signal 
exists) has been selected as the optimal arrange-
ment for this purpose.  

I. INTRODUCTION 
Satellite has experimental communication equip-
ment, which is synchronized by onboard ultra-stable 
5 MHz oscillator (USO). USO has excellent fre-
quency accuracy as well as long term frequency 
stability and very low phase noise, respectively. 
However, essential requirement for USO is reliabil-
ity. For this reason the USO needs a back up. Well 
performed free running VCXO that can be locked to 
USO by phase lock loop (if USO signal exists) has 
been selected as optimal arrangement for this pur-
pose.  

If the USO is operational, then the phase locked 
loop is active and VCXO is synchronized by USO 
signal. If the USO is out of order, then the phase 
locked loop is inactive and VCXO runs free at fre-
quency of 5 MHz quartz. 

II. LAYOUT 
The block diagram of the PLL oscillator is given in 
Figure 1.  

Input signal from USO is formed by Schmitt 
trigger inverter. Next circuit detects the USO signal. 
If this signal is detected then the PLL is active.  

When USO signal is not detected a constant 
voltage for VCXO’s tuning input is supplied by      
a mode detector (VCXO operates in free running 
mode). 

Output level of described oscillator is +3 dBm 
in all cases, independent on level of USO signal. 

The circuit of oscillator is build into metal shielding 
box with dimensions 60 x 48 x 23 mm. Connection 
to other outside circuits of this box - ports IN and 
OUT - is done by the SMA connectors. 

III. MEASUREMENTS 
The described back up oscillator has been measured 
as follows: the output frequency for free running 
mode is 4.999982 MHz. Lock-in range is between 
4.99938 MHz and 5.00105 MHz.  

The phase noise of free running VCXO output 
signal is better than -104.5 dBc@100Hz. In the   
lock-in state, the value of phase noise is better than 
-103.1 dBc@100Hz. 

At present, the described secondary frequency 
standard is under pre-launch tests. 
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Figure 1: Block diagram of the secondary 
                 frequency standard 

327



328



High Performance Concrete Bridge Superstructure Composed 
of Precast Prestressed Girders and Cast-in-situ Slab 

 
Karel Tesar (PhD student) and Prof. Jiri Strasky (Faculty Mentor)  

Institute of concrete and masonry structures 
Brno University of Technology 

Brno, Czech Republic 
Email: karel.jr@tesar.cz 

 
Abstract — This paper is focused on a study of 
load bearing structure of a continuous composite 
concrete bridge composed of precast prestressed   
T-shaped girders and cast-in-situ slab. At present, 
an effort is made to use high performance concrete 
(HPC) in bridge engineering field. Application of 
HPC in comparison to standard structural concrete 
enables for the same bridge span to decrease 
structural height and to increase distance between 
girders, which becomes cost-effective and material 
saving solution. The paper presents optimalization 
of above mentioned type of bridge superstructure 
and shows possibilities of solving the problem by 
means of FEM programme Nexis32 (ESA-Prima 
Win). For detailed analysis, construction stages 
module with utilization of prestressing module and 
time dependent analysis (TDA) was used. 

I. INTRODUCTION 
The Composite Concrete Bridge composed of 
Precast Prestressed T-shaped Girders with Cast-In-
Situ Slab was developed for medium span bridges of 
spans from 25 to 40 m. The bridge width, number of 
precast girders and their axial distance and height 
depend on the span length and loading. For 
optimalization, a typical three span motorway bridge 
was chosen with individual spans 27 + 42 + 27 m – 
see Figure 1. Inner width between road barriers was 
taken 15.5 m and the superstructure width (i.e. the 
width of the cast-in-situ slab) was taken 16.6 m – see 
Figure 2. 

 

Figure 1: Longitudinal view 

Precast prestressed concrete girders were designed 
from HPC C60/75. Shape of the cross section and 
their height resulted from demand to use existing 

formwork usually employed in prefabrication of such 
girders from structural concrete – see Figure 3. 

 

Figure 2: Transverse view 

Cast-in-situ reinforced concrete slab was designed 
from HPC C55/67. The deck slab stiffens the 
structure, distributes a wheel load and resists 
longitudinal and transverse compression stresses 
caused both by global and local bending. A 
composite action of the prefabricated girders with 
cast-in-situ slab is guaranteed by shear reinforcement 
connectors. 

 

Figure 3: Girder cross section 

Superstructure of the bridge is supported by 
elastomer sliding bearings on the edge abutments, 
which allows for movements caused by external and 
time dependent loading. Intermediate V-shaped piers 
are framed into superstructure, which gives statically 
indeterminate action and therefore better distribution 
of load an stresses around the whole structure. 
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II. STRUCTURAL TYPE DEVELOPMENT 
The development of the system was done in several 
steps. At first, axial distance of the girders and the 
slab height were optimized by using influence lines 
of the transverse transfer of load on a simplified 
space computational model. Final axial distance of 
3.0 m between girders was chosen from particular 
distances 1.7 m, 1.9 m, 2.1 m, 2.3 m, 2.5 m, 3.0 m, 
3.65 m and 3.75 m, where for each axial distance 3 
alternatives of the slab height (0.18 m, 0.20 m and 
0.22 m) were considered, resulting in final value of 
0.2 m.  

 

Figure 4: Final girder layout 

For the final arrangement of the structure (see Figure 
4) was performed very detailed finite element 
analysis, where the structure was modelled as a space 
structure that corresponds with the designed shape as 
well as with proposed construction technique (see 
Figure 5 and 6).  

 

Figure 5: 3D - model 

 

Figure 6: 3D – model of 1 girder 

As one of the “construction time saving” 
requirements was to avoid intermediate erection 
supports except those near-by the piers, an 
optimization of girder prestressing in individual 
construction phases had to be carried out, using the 
module for prestressing and construction stages 
accommodated in the Nexis FEM computational 
programme. For optimized prestressing, individual 
modules were analysed for a redistribution of stresses 
resulting from creep and shrinkage of concrete 
during time. 

III. CONCLUSIONS 
Above studied superstructure was checked in every 
important section, which finally showed that the HPC 
concrete was reasonably used to capture all of the 
stresses produced inside the structure during the 
lifetime period of the bridge, with benefits stated in 
abstract. Nevertheless, the analysis revealed that for 
some parts of construction stages a nonlinear analysis 
is necessary. Special attention then has to be paid to 
the action of the slab over the intermediate piers and 
its representation in analysis model. 
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Abstract — The purpose of this study is to evalu-
ate laser treatment for the decontamination of 
titanium implant surfaces (titanium plasma 
sprayed TPS) by employing pulses in the range of 
microseconds generated by an Er,Cr:YSGG laser 
system with different settings. Precise surface 
characterization is done by means of scanning 
electron microscopy. 

I. INTRODUCTION 
Several studies have already demonstrated the bacte-
ricidal effect of high-power microsecond pulse laser 
irradiation on contaminated dental implant surfaces. 
Conventionally, the laser energy is specifically ab-
sorbed by water molecules which cause water-rich 
tissue to be preferentially vaporized. In bacterial 
cytoplasm this effect causes cellulysis [1, 2]. Current 
goals of dental therapy include the development of 
easy to fabricate and implantable prosthetic fixture to 
aid in replacing missing or extracted teeth.. The pres-
ence of bacteria on the implant surfaces may result in 
an inflammation of the peri-implant mucosa, and, if 
left untreated, it may lead to a progressive destruction 
of the bone supporting the implant, representing 
periimplantitis. Based on the literature, studies of the 
efficiency of surgical lasers as a method of decon-
tamination of different implant surfaces showed a 
clear dependence on laser intensity [3]. The Er:YAG 
lasers are recommended when following the aspect 
that they do not exert a negative impact on the im-
plant surface. In this context, this laser  causes the 
least amount of heating in the bone tissue surround-
ing the implant resulting from the heat conduction 
through the implant material. 

II. EXPERIMENTAL DETAILS 
In the experiments, the Er,Cr:YSGG WaterlaseTM 
laser (wavelength 2.78 µm, fixed repetition rate 20Hz, 
maximum pulse energy 300mJ, pulse duration about 
50-80µs) was used with manual handling to proceed 
in a similar way to the dentist’s work in the clinic. 
The radiation was delivered by a slightly conical 
sapphire tip (tapered from 600 to 400 µm, Type “G6”) 
for the treatment of clean and contaminated titanium 

plasma-sprayed implants (TPS) fabricated by 
Straumann AG. The settings used for the power 
investigations were 17 steps from 0.5 W to 4.5 W 
with a step size of 0.25 W (representing pulse ener-
gies of 25 mJ to 225 mJ in steps of 12.5 mJ). The 
irradiation was performed one time without water 
spray cooling and one time with water spray cooling 
(panel setting 5-85% water, 15-95% air). The irradia-
tion time was 1 s per spot. The uncontaminated sam-
ple was used to test the impact of the laser radiation 
on the surface for different power settings to find 
parameters not affecting the metal surface of the 
implant. The contaminated samples afterwards were 
used to test these power settings for removal of re-
maining tissue. The power settings for the contami-
nated samples was 1.5 W; 1.75 W and 2 W without 
water spray and later on 1.25 W with water spray. 

III. RESULTS 
Our results showed no significant damage effect on 
the clean implants irradiated with water spray in all 
the investigated setting as shown in Figure 1 and 2. 
The same was achieved for the contaminated im-
plants irradiated with 1.5 and 1.75 W according to 
environmental scanning electron microscope (ESEM) 
examination depicted in Figure 3 and 4. The uncon-
taminated samples treated without water cooling 
showed surface melting even at the lowest power 
settings and crack formation for higher settings. 
These results indicate the possibility of less thermal 
effect on the implant and bone surfaces by cooling 
which will be evaluated carefully in the temperature 
measurement experiment under preparation. 

IV. CONCLUSION AND OUTLOOK 
Irradiation of the clean implants with water/air cool-
ing setting causes no surface damage with no molten 
areas surrounding the irradiated spot. The same 
results can be obtained for the contaminated implants. 
The laser beam interacts with the contamination 
layers on the base of linear absorption inducing the 
deposition of heat which causes their removal. 
Temperature measurement during laser irradiation in 
the vicinity of the implant is important in order to 
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 Figure 1: The clean implant surface before laser 
irradiation, 250x under ESEM.  

 

Figure 2: The same implant surface after laser 
irradiation with no modification ,no significant 

damage, 250x under ESEM. 

Figure 3: Surface of a contaminated implants be-
fore laser irradiation. The organic contaminations 

easily can be recognized by their smooth structure, 
250x under ESEM. 

 
 
 
 
 

Figure 4: No surface modification, no molten 
zones could be found at a power setting of 1.25 W 

with water spray cooling, 250x under ESEM. 
 

estimate any possible thermal damage to the adjacent 
retaining bone structures. Scanned ultra- short laser 
pulses (USLPs) may provide a technically superior 
solution in implant decontamination by reducing the 
heat and avoiding any expected damages to the 
treated surfaces. 
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Abstract — Some of the important parameters of 
the indoor climate in a dwelling are the distribution 
of air temperatures and surface temperatures of the 
internal structures. The actual CFD 
(Computational Fluid Dynamics) calculation by 
computer software FLUENT is based on a 
numerical solution of differential equations which 
describe fluid flow, heat convection and heat 
transfer by radiation. These differential equations 
are solved by numerical control - volumes method. 
The results can be considered trustworthy only if 
proper models of turbulence and radiation are  
used. Suitable turbulence models are RNG k-ε 
�model and RSM (Reynods Stress Model). Suitable 
radiation models are then DO (Discrete Ordinates) 
and DTRM (Discrete Transfer Radiation Model). 

I. INTRODUCTION 

The article presents the experience acquired by the 
simulation of the airflow and the distribution of 
temperatures in a dwelling room heated by a radiator 
in the computer program FLUENT. The work 
compares results of CFD simulation with the 
measuring of temperatures, velocities and heat output 
of the radiator in this room. The goal of the paper is 
finding out turbulence and radiation models which 
could describe both heat transfer mechanisms in the 
room. 

II.  ANALYSIS 

While choosing the physical-mathematical model is 
very important to define correctly its characteristic 
properties and neglect the minor ones. Presumptions 
for the calculation in case of the room heated by the 
heating element by convection and radiation are as 
follows: 

− The solution must be generally three-
dimensional 

− Internal surfaces in the room can be assumed 
as grey, mat emitters 

− The absorption of thermal radiation of the 
inside air can be neglected 

− Heat transfer by radiation is carried out by 
long and short wave lengths corresponding to 
surface temperatures of walls and Sun 

− The airflow velocity in the room heated by the 
heating element is low 

− The airflow can be in individual parts of the 
room laminar, transition or turbulent 

For simulation of turbulent flow with low airflow 
velocity and low-Reynolds-number are appropriate 
RNG k-ε,  and RSM models [2]. 

The optical thickness a.L is a good indicator for 
radiation model choice (a is a gas absorption 
coefficient and L is appropriate length scale) [3]. For 
inside air a.L < 1 and suitable radiation models are 
S2S, DO and DTRM. 

A. EXAMPLE 

The actual solution was based on the simplified 
geometry of the room; boundary conditions 
correspond to stationary conditions in winter time (1st 
March, 1p.m. GMT). 

 

Figure 1: Geometry 

The main evaluated variants are in the Table 1. 

Door 

Windows 

Radiator 

Outside 
wall 
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Var
iant 

Flow Long-wave 
radiation 

Sun 
radiation 

A 
B 
C 
D 

laminar 
turbulent 
turbulent 
turbulent 

no 
no 
yes 
yes 

no 
no 
no 
yes 

Table 1: Variants 

III.  RESULTS 

 

Figure 2: Thermal power of the heating element 

 

Figure 3: Average room temperature 

 

Figure 3: Temperatures – variant A 

 

Figure 4: Temperatures – variant C 

IV.  CONCLUSIONS 

Achieved results show acceptable models for the 
solution of the problem. Suitable turbulence models 
are RNG k-ε, model and RSM (Reynolds Stress 
Model). Suitable radiation models are DO (Discrete 
Ordinates) and DTRM (Discrete Transfer Radiation 
Model). The radiation model S2S (Surface – to – 
Surface) proved to be very computationally 
demanding and therefore less convenient. 
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Abstract: Cell dysfunction is the underlying cause 
of diabetic complications.  Cells such as the renal 
epithelium, retinal ganglion, peripheral neurons, 
and vascular endothelium are found to dysfunction 
through a variety of altered genetic, structural, and 
protein-mediated functions. High glucose levels 
have been correlated to the incidence of diabetic 
retinopathy, neuropathy, nephropathy, and 
atherosclerosis. High glucose levels have also been 
correlated to an increase in the activity of 
Poly(ADP-ribose) polymerase (PARP), which is 
know to deplete intracellular Adenosine 
Triphosphate (ATP). Our results show that ATP 
depletion may be a critical intermediate step 
between the activity of high-glucose induced PARP 
activation and cellular dysfunction in diabetes. 

I. INTRODUCTION 
Cell dysfunction is the underlying cause of 

diabetic complications.  Cells such as the renal 
epithelium, retinal ganglion, peripheral neurons, and 
vascular endothelium are found to dysfunction 
through a variety of altered genetic, structural, and 
protein-mediated functions. High glucose levels have 
been correlated to the incidence of diabetic 
retinopathy, neuropathy, nephropathy, microvascular 
complications, and atherosclerosis. 

Four models of  the pathogenesis of diabetic 
complications have been described.  These include 
Aldose Reductase pathway (AR), formation of 
reactive oxygen species (ROS), the accumulation of 
advanced glycation end-products (AGE), and 
inappropriate activation of protein kinase C (PKC). 

Brownlee et al (2005) have proposed a unifying 
mechanism for the activation of the molecular 
pathways of cell dysfunction in diabetes.  Elevated 
levels of ROS have been found to decrease the 
activity of the key glycolytic enzyme 
glyceraldehydes-3 phosphate dehydrogenase 
(GAPDH) by modifying the enzyme with ADP-
ribose [1]. The increased activity of PARP that 
causes modification of GAPDH itself comes from 
ROS damage to DNA. PARP is known to be a large 

consumer of ATP [2]. The activation of PARP by 
radiation or chemotherapy, and subsequent ATP 
depletion, has been generally accepted as an 
important step in the pathway to killing of resting 
lymphocytes [3]. ATP is a staple of cancer therapy 
[4]. We propose that the effect of the unifying 
mechanism proposed by Brownlee et al is to lower 
ATP levels in the cell by activation of PARP and 
inhibition of GAPDH, thereby causing ATP 
depletion induced cell dysfunction and apoptosis. 
Consistent with this hypothesis, clinical data show 
some types of cancer are less likely in people with 
unregulated diabetes [5, 6] 

II. RESULTS 
We measured rates of apoptosis, a known 

contributor to endothelial permeability, and also 
directly measured tight junction integrity, by 
measurement of volume flow rate through cultured 
monolayers. Data from a series of experiments 
revealed a correlation between increased glucose, 
intracellular ATP concentration, apoptosis and 
permeabiltiy.  

 

Figure 1) Decrease in luminescence as a function 
of increased glucose concentration.  Arbitrary 

normalized luminescence data shows a decrease in 
ATP content in higher glucose concentration 
culture media, compared to normal (5mM). 
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In preliminary experimenets, Bovine Aortic 
Endothelial Cells (BAEC) (Vectec) were grown in 8 
different glucose concentrations, from 5mM to 
40mM. Detection of intracellular ATP by the firefly 
luciferase-luciferin reaction showed a monotonic 
decrease of ATP with increasing glucose 
concentration, as shown in Figure 1. Previous studies 
have showed ATP depletion and PARP activation in 
diabetes, but did not reveal a functional relationship 
to high glucose 

In measurements of apoptosis, data showed an 
increase in apoptosis with increasing glucose 
concentration in the media. This is in agreement with 
the results of Ho et al 2000. When our apoptosis data 
is reparameterized in terms of reduced ATP 
depletion, using the results from our ATP 
experiments, apoptosis results are also in agreement 
with Lieberthal 1998, as shown in Figure 2. 
Significantly, ATP levels decreased more than 
apoptosis increased, indicating ATP depletion is not 
only a function of a decreasing number of live cells.  

 
 

 

Figure 2) Apoptosis as a function of ATP 
depletion or High Glucose.  Preliminary results 

plotted with similar experimental results of Ho et 
al, Lieberthal et al. 

In direct measurements of permeability, 
monolayers were grown in high or low glucose on 
filters, and placed into an apparatus to measure water 
flux through the layer in response to an applied 
pressure gradient. Our data revealed an increase in 
permeability with increasing glucose concentration 
as shown in figure 3. 

 

 

Figure 3) Increased water flux in high glucose 
cultured monolayers 

III. CONCLUSION 
Our results show that ATP depletion may be a 

critical intermediate step between the activity of 
high-glucose induced PARP activation and cellular 
dysfunction in diabetes. 
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Abstract — Diabetic retinopathy is the most com-
mon microvascular complication of diabetes melli-
tus, despite of many years of research it continues 
to constitute the major cause of blindness in adults. 
This research aims to understand the molecular 
mechanisms by which the Blood Retinal Barrier 
(BRB) is regulated. In order to do so, we have 
measured the transport of solutes from the luminal 
to the apical side through monolayers of Bovine 
Retinal Endothelial Cells (BRECS). The average 
diffusive permeabilities to TAMRA (466.92 Da ), 
Dextran (70 KDa) and Di-LDL (200,000 KDa)  
were found to be  1.36x10-5,1.29x10-6 and 4.37x10-7 
cm/s respectively. The average effective permeabili-
ties (i.e. diffusive and convective transport) after 
two hours of convection  were found to be 7.34x10-

6,2.72x10-6 and 6.95x10-7 cm/s respectively. 

I. INTRODUCTION 
The inner BRB is formed by complex tight junctions 
(TJ) of the retinal vascular endothelial cells to restrict 
the transport between the circulating blood and 
neural retina. The transporters at the inner BRB have 
an essential role in supplying nutrients to the retina 
and in the efflux of neurotransmitter metabolites 
from the retina to maintain neural functions. 
Understanding the molecular mechanisms by which 
transport across the  BRB is regulated is a key step to 
find improved means to control vascular permeability 
and loss of vision in persons with diabetic 
retinopathy. To elucidate the transport properties of 
the endothelium of the retina, we have designed an 
in-vitro experiment based on previous studies in the 
laboratory [1-5]. Confluent monolayers of BREC are 
placed in a sealed chamber with controlled 
physiological temperature and pH to measure the 
solute permeability of the monolayer to three 
different size solutes: TAMRA (466.92 Da ), Dextran 
(70 KDa) and Di-LDL (200,000 KDa). Two kinds of 
permeability were recorded, Pd or the permeability in 
the absence of a pressure gradient across the 
monolayer (during one hour) and Pe or the 
permeability when the monolayer was subjected to a 
pressure gradient of 10 cm H2O that caused water to 

flow across the monolayer from the luminal to the 
abluminal side (during 2 hours). The water flux 
across the monolayer (Jv/A) was recorded following 
the protocol of previous experiments done in our 
laboratory. 

II. CHEMICALS AND CELL CULTURE 
Frozen vials were thawed and placed in T-75 flasks 
to be grown in MCDB-131 media with 10%FBS, 10 
ng/mL EGF, 0.2mg/mL EndoGro, 0.09 mg/mL 
Heparin and 1% antibiotic/antimycotic. Cells were 
plated at a density of 3.0X105 cells/cm2 onto 
Transwell polycarbonate filters (0.4 um pore size, 
24.5 mm diameter), previously coated with 
fibronectin. When the monolayer reached 
confluency, about 2 to 3 days after plating, transport 
experiments were run using MCDB-131-1%BSA as 
experimental media. 

III. MEASUREMENT OF WATER FLUX AND 
SOLUTE PERMEABILITY 

The measurement of water and solute flux was 
made as in previous experiments, basically, a fluo-
rescent detection system, integrated with a bubble 
tracker allowed for the real time measurement of 
solute and water going across the cell monolayers. 
The diffusive permeability (Pd) was averaged over 
the first 15 minutes to obtain the initial Pd and the 
last 15 minutes to obtain the final Pd. The same was 
done to obtain the effective permeability (Pe) during 
the first 15 minutes of convective flux and the final 
15 minutes.  

IV. RESULTS 
The average diffusive permeabilities to TAMRA 

(466.92 Da ), Dextran (70 KDa) and Di-LDL 
(200,000 KDa)  were found to be  1.36x10-5,1.29x10-

6 and 4.37x10-7 cm/s respectively. The average effec-
tive permeabilities (i.e. diffusive and convective) as 
soon as a 10 cm H2O pressure gradient was applied 
to the monolayers were found to be 1.43x10-5, 
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8.40x10-6 and 2.04x10-6 cm/s respectively. After 
having the monolayers at this pressure gradient for 
two hours, the effective permeability was measured 
again and the permeabilities were found to decrease 
to 7.34x10-6,2.72x10-6 and 6.95x10-7 cm/s for 
TAMRA, 70KDa-Dextran and Di-LDL respectively.  

As seen in Figure 1, the diffusive permeability of 
TAMRA is almost 10 times that of the 70KDa Dex-
tran and 30 times that of Di-LDL, and the effective 
permeability of TAMRA is around 2 times that of the 
70KDa Dextran and 9 times that of Di-LDL.  Both 
the diffusive and the effective permeability decreased 
for TAMRA, but only the effective one for Dextran 
and Di-LDL.  
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Figure 1: Comparative Permeabilities 

V. FUTURE WORK 
The permeability values of the intact endothelial 

monolayer have been established. In the future these 
values will be compared to values obtained when 
using diabetes induced monolayers to try to elucidate 
how and how much these properties are altered dur-
ing the disease 
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Abstract — It is difficult to assess the transport 
pathways that carry low density lipoprotein (LDL) 
into the artery wall in vivo, and there has been no 
previous in vitro study that examined 
transendothelial transport under physiologically 
relevant pressurized (convective) conditions.  
Therefore, we measured water, albumin, and LDL 
fluxes across bovine aortic endothelial cell (BAEC) 
monolayers in vitro and determined the relative 
contributions of vesicles, paracellular transport 
through breaks in the tight junction, and “leaky” 
junctions associated with dying or dividing cells.  To 
further explore the leaky junction pathway, TNFα 
and cycloheximide were used to induce apoptosis on 
BAEC monolayers and the fluxes of water and LDL 
were measured. 

I. INTRODUCTION 
The inner lining of all blood vessels is a single layer 
of endothelial cells which provides the most immedi-
ate barrier to transport from the lumen to the underly-
ing tissue.  Areas of the vasculature that have in-
creased LDL wall permeability may develop fatty 
streaks.  These streaks can later grow into larger, 
calcified plaques that inhibit blood flow which may 
potentially be deadly.  Therefore, it is critical that the 
pathways that LDL takes to cross the endothelial 
barrier be well understood.  Previous in vitro studies 
have focused on the uptake and metabolism of LDL 
by endothelial cells via receptor-mediated processes.  
Other studies have shown that cells in a state of 
turnover can allow large macromolecules, including 
LDL and albumin, to cross the endothelium through 
so-called “leaky junctions”.  Little work has probed 
the transport of LDL across cultured endothelial 

monolayers that may serve as models for 
understanding and controlling transendothelial 
transport of LDL.   

II. METHODS 
BAECs were plated onto porous, polyester filters in 
Transwell supports.  Macromolecule flux (Js) was 
measured using an automated fluorometer system 
and water flux (Jv) measurements were recorded 
using a bubble tracker system previously developed 
in our laboratory[1].  Each convective transport 
experiment consisted of data collection under 
diffusive conditions for one hour, followed by 
application of a 10-cm H2O pressure differential and 
data collection for one hour, and finally two 
additional hours of data collection under diffusive 
conditions.  During the pressurized period, Jv values 
were recorded along with the solute permeability 
data.  The macromolecules used were human LDL 
tagged with 1,1'-dioctadecyl – 3,3,3',3'-tetramethyl-
indocarbocyanine perchlorate (DiI-LDL) and 
albumin tagged with tetramethylrhodamine 
(Albumin-TMR). 

To determine the contribution of vesicular trans-
port, cells were fixed with 1% paraformaldehyde and 
the diffusive permeability was measured.  In addi-
tion, to assess the role that receptors play in LDL 
transport, the cells were incubated with a 50-fold 
excess of untagged, native LDL and the permeability 
was measured. 

 BAEC monolayers were treated with TNFα 
(20ng/mL) and cycloheximide (3µg/mL) for 3.5 
hours to induce an elevated rate of apoptosis.  The 
rates of apoptosis for control and treated monolayers 
were measured with an annexin V/PI apoptosis 
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assay.  TNFα/cycloheximide treated cells were used 
in transport experiments to determine the effect of 
treatment on permeability. 

III. RESULTS 
The diffusive permeability (Po) of LDL was 1.7 x 10-

7 cm/s.  This was reduced to 0.69 x 10-7 in fixed 
monolayers.  Saturation of the LDL receptor with 
untagged, native LDL reduced the diffusive 
permeability by 2.27-fold which was not 
significantly different from the 2.46-fold reduction 
obtained in fixed monolayers.  The diffusive 
permeability of albumin was 2.9 x 10-6 cm/s and it 
was reduced to 1.8 x 10-6 after fixation.  Under 
convective conditions the average Jv was 5.39 x 10-6 
cm/s, the apparent permeability (Pe) of LDL 
increased by a factor of 6.38 from diffusive control, 
and the apparent permeability of albumin increased 
by a factor of 1.98 from diffusive control. 

BAEC monolayers had a baseline apoptosis rate of 
0.14%.  TNFα/cycloheximide treated monolayers 
had an apoptosis rate of 3.3%, a 24-fold increase over 
baseline.  This resulted in a 2.7-fold increase in LDL 
permeability, and a 2.8-fold increase in water flux. 

IV. DISCUSSION 
The diffusive, convective and vesicular transport data 
obtained was use to fit a three pore model to 
determine the relative contributions of the vesicle, 
break in the tight junction, and “leaky” junction 
pathways to the overall transport of water, albumin 
and LDL under convective conditions.  The model 
assumes that the 3 pathways are arranged in parallel 
and that the convective-diffusive permeability 
coefficient for each solute in each pathway is 
described by the equations[2]: 

Pe  = PoZ + (1 - σs)Jv  (1) 
Z = NPe/[exp(NPe) – 1] (2) 

where σs is the reflection coefficient and NPe is the 
Peclet number.   The model predicts that the break in 
the tight junction is the dominant pathway for water 
(77.7%) and albumin (53%), while most of the LDL 
(90.9%) is carried through the “leaky” junction.  The 
vesicular pathway accounts for 20 and 9.1% of the 
transport of albumin and LDL, respectively. 

This study was the first to quantify transendothe-
lial transport of LDL in vitro under pressurized con-
ditions, simulating the convectively dominated trans-
port that arises in arteries in vivo.  Our results are 
consistent with in vivo observations[3-6] indicating 
that leaky junctions, not vesicles, provide the domi-
nant pathway for LDL uptake by arteries.  The ex-
periments using the apoptosis inducers 
TNFα/cycloheximide support the hypothesis that 

apoptosis rates dictate, at least in part, the permeabil-
ity of the endothelium to LDL and demonstrate the 
potential of manipulating endothelial monolayer 
permeability by altering the rate of apoptosis phar-
macologically. 
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Abstract — Hypertension has long been 
recognized as a major risk factor in atherosclerosis, 
but the mechanism behind this effect is not yet 
completely understood.  In this study we investigate 
the influences of chronic hypertension and of 
endothelial removal on the fluid filtration 
properties of the rat aorta.  Thoracic aortas from 
spontaneously hypertensive (SHR) and Wistar 
Kyoto (WKY) rats were excised under pressure and 
cannulated with a 4% bovine serum albumin (BSA) 
solution.  The hydraulic conductivity (Lp) of each 
vessel was calculated at five different pressures.  
Our preliminary data suggests that ultrastructural 
changes in the SHR aorta cause an increase in 
resistance to transmural flow, and that the percent 
effect of the endothelial removal in SHR vessels 
were less than normotensive WKY.  

I. INTRODUCTION 
Although hypertension has been identified as a 
major risk factor in the progression of 
atherosclerosis, the mechanism behind this effect 
is not completely understood.  In this study we 
investigate the influences of chronic hypertension 
and of endothelial removal on the fluid filtration 
properties of the rat aorta.  It is well documented 
that atherosclerosis is triggered by the entry of 
macromolecules including low density lipoprotein 
(LDL) cholesterol into the blood vessel wall [1].  
Previous models have shown that this transport is 
convection dominated and, as such, the nature of 
water transport plays a central role in the lipid 
accumulation process [2, 3].  We shall measure the 
hydraulic conductivity (Lp) of both intact and 
denuded aortas as a function of transmural 
pressure (DP) ex-vivo on the same vessels.  We 
hypothesize that the increase in vessel wall 
thickness due to hypertension will result in greater 
resistance to transmural water flow and an ultimate 
reduction in overall Lp.   

II. METHODS 
Thoracic aortas from spontaneously hypertensive 
(SHR) and Wistar Kyoto (WKY) rats were excised 
under pressure and cannulated with a 4% bovine 
serum albumin (BSA) solution containing 10-3 M 
NaNO3 to reduce smooth muscle cell contraction.  
The transmural fluid flux (Jv) was dynamically 
monitored and recorded using a spectrophotometer 
tracking system and the hydraulic conductivity 
(Lp) of each vessel was calculated at five different 
pressures.  The same vessels were then 
mechanically denuded and Lp-values were re-
measured at the same pressures.  As is standard in 
the field, one assumes that Lp adds like linear 
capacitances in series [4].  Therefore, we can 
calculate the resistance (1/Lp) of each blood vessel 
layer by the following relationship: 

Imiet LpLpLp ++

+=
111         (1) 

where Lpt is the total hydraulic conductivity of an 
intact vessel ,  Lpe+i is contribution of the 
endothelium and intima, and Lpm+I represents the 
hydraulic conductivity of the media and internal 
elastic lamina (IEL) following vessel denudation. 

III. RESULTS 
Intact vessels for both WKY and SHR showed no 
significant change in Lp-value with increasing 
transmural pressure.  This trend was also observed 
in denuded vessels (Figure 1).  Similarly, the 
effect of chronic hypertension did not result in 
significant changes in Lp in both intact and 
denuded vessels (P>0.05).  However, the effect of 
the endothelium to overall resistance appears to be 
more pronounced in the WKY vessels than in the 
SHR.  Upon denudation Lp-values increased an 
average of 33.2% across the entire pressure range 
for WKY vessels compared to only 13.9% for 
SHR.  The average Lpe+i for SHR was calculated 
to be 65% greater than for normotensive WKY 
vessels. 
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Figure 1:  Summary of hydraulic conductivity (Lp) 
results for WKY and SHR intact and denuded 

vessels.  Mean Lp-values reported as Mean ± S.D. 

IV. DISCUSSION 
Histological results indicate that the wall of blood 
vessels subjected to chronic hypertension is 
markedly thicker than those subjected to normal 
pressure conditions.  Intuitively, one would expect 
that this ultrastructural difference would result in 
an increase in the vessels resistance to transmural 
fluid flow; however, our results showed that this is 
not the case.  Upon removal of the endothelium we 
were able to delineate the contribution of the 
endothelium to the overall fluid flux was much 
more pronounced in hypertensive vessels.  The 
source of this increased endothelial permeability is 
not yet completely known. 

To this point we assumed that the transport of 
water across the endothelium was attributed to 
tight junctions, both normal and those which are 
transiently leaky due to apoptosis or mitosis.  
Another possibility results from work done in our 
lab by J. Toussaint who showed, for the first time, 
the existence of the ubiquitous water channel 
aquaporin-1 (AQP1) on the surface of rat aortic 
endothelial cells.  We hypothesize that water 
transport is not just a passive response to 
transmural pressure and osmotic pressure 
differences, but rather is partially due to transport 
through AQP1 channels.  Pilot studies repeating 
Lp-measurements, as those carried out above, with 
the additional presence of the aquaporin blocker 
solution mercuric chloride (HgCl2) suggest that the 
fractional contribution of AQP protein channels to 
overall water transport is 27% and 57% to the 
endothelial Lp at P = 60mmHg. 
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Abstract — Normal and cancerous ex vivo breast 
tissue samples were investigated optically using 
time-resolved transillumination measurements. The 
samples were illuminated using 800 nm, 120 fs, 1 
kHz repetition rate pulses from a Ti: sapphire laser 
system. A sequence of two-dimensional time-sliced 
images were recorded using an ultrafast gated cam-
era system. Images recorded with earlier arriving 
light highlighted cancerous region while, those 
recorded with later arriving light highlighted nor-
mal tissues. Temporal intensity profiles of the im-
ages were analyzed using Monte Carlo simulation 
of light transport through tissues. The results show 
a significant difference in transport length between 
cancerous and normal tissues. The technique pro-
vides a mean for noninvasive evaluation of normal 
and cancerous tissues. 

I. INTRODUCTION 

Near-infrared (NIR) imaging and spectroscopy is 
being actively pursued for developing a noninvasive 
modality for detection and diagnosis of breast can-
cer.[1] Light propagation in biological tissues is gov-
erned by tissue optical properties that include the 
anisotropy factor (g), scattering coefficient (µs) and 
absorption coefficient (µa). Estimation of the optical 
properties is complicated due to variations in the cell 
shape and size, the index of refraction, and boundary 
conditions. [2-3] 

It has been demonstrated that time-sliced transil-
lumination imaging approaches can distinguish nor-
mal and cancerous thin (<10-mm) ex vivo breast 
tissue specimens. [4] However, a quantitative ap-
proach to extract optical parameters has not yet been 
well developed. Optical characterization of breast 
tissue in the past decade has focused on applying the 
Radiative Transport equation (RTE) or its diffusion 
approximation (DA) to fit experimental data. In this 
paper we introduce a method for retrieving the trans-
port length lt, and absorption length la, from a se-
quence of time-sliced 2-D images using a Monte 

Carlo simulation (MCS) approach. The MCS ap-
proach assumes a random walk of photons, takes the 
detector-gate resolution into account, and assumes a 
fixed value for g to extract la and lt

II. MONTE CARLO SIMULATION AP-
PROACH 

Measurement of the time-resolved profile of light 
transmission through a thin layer (<5-mm) of bio-
logical samples provides an accurate approach to 
determine the optical properties (µa and reduced 
scattering coefficient, µs’ = ((1-g)  µs) of the sample. 
We fit the measured time-resolved light transmission 
to a Monte Carlo model of light propagation in turbid 
media. The Monte Carlo simulation (MCS) assumed 
a Henyey-Greenstein phase function [5] and a fixed g 
= 0.9 for the samples investigated. The MCS follows 
a random walk of 104 photons, chosen as a compro-
mise between CPU time and acceptable least error.  
In the fitting procedure, the lt is scanned through a 
range of 0.4-mm to 1.2-mm and the absorption coef-
ficient is varied until a least error for each lt is 
reached. The accuracy of fitted lt and la is better than 
0.01mm. 
 

III. METHODS AND MATERIALS 
 
Experimental arrangement for time-sliced imaging, 
shown schematically in Fig.1, made use of 
approximately 120-fs duration, 1 kHz repetition-rate, 
800-nm pulses from a Ti:sapphire laser and amplifier 
system [4] for sample illumination. A 200-mW beam 
was expanded using a beam expander and an aperture 
selected a 3-cm diameter central part to illuminate the 
sample. An ultrafast gated intensified camera system 
(UGICS) recorded 2-D images using ~80 
picosecond-duration slices of light transmitted 
through the sample. The time gate position could be 
varied over  20 nanosecond intervals in step sizes of 
25ps-2ns. The breast tissue samples comprising 
normal and invasive ductal carcinoma (IDC) used in 
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the study were obtained from the National Disease 
Research Interchange (NDRI) and Memorial Sloan 
Kettering Cancer Center (MSKCC). The samples 
were placed between two thin microscope slides and 
slightly compressed to assure uniform thickness. 
Table I shows a list of the samples used. 

 

IV. RESULT 
A sequence of time-sliced 2-D images of samples #1 
and sample #2 are shown in Fig. 2(a) and 2(b), re-
spectively. As can be seen, early-light images high-
light cancerous regions, while image recorded with 
late-arriving light accentuate normal regions. These 
results indicate that cancerous tissue is less scattering 
than normal tissue (lt cancer > lt normal). For a quan-
titative comparison, we retrieve the lt values using the 
MCS approach. We integrated the same normal and 
the same cancerous region of each time-sliced image 
and plotted this intensity verses time to generate 
respective temporal profiles. Then we ran MCS for 
the known thickness and g = 0.9 and an input of 104 
photons. Table I shows the retrieved transport length 
lt and absorption length la for various samples. 
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Fig. 2 Time-slice images of (a) sample 
#1 and (b) sample #2. Normal (N), and 
Cancerous (C) 
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Fig. 2 Time-slice images of (a) sample 
#1 and (b) sample #2. Normal (N), and 
Cancerous (C) 
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 The transport length had consistently higher values 
for the cancer region than the normal region for all 
samples. The results provide a quantitative validation 

that cancerous tissues are less scattering than normal, 
assuming the g values are the same. The NIR time-
sliced imaging, combined with MCS analysis, has a 
potential for improving optical breast tomography. 

 
lt (mm) la (mm) Sample 

# 
Thickness 

(mm) 
Tissue 

Normal Cancer Normal Cancer 
1 ~10 IDC 0.7 1 22.3 26.5 
2 ~5 IDC 0.65 0.85 34.6 33 
3 ~5 IDC 0.65 0.85 47.6 38.9 
4 ~5 IDC 0.63 0.78 20.5 14.5 L L

A
S

Laser

UGICS 

PC

Fig. 1 Schematic of experiment setup (L) lens, (A) aperture,
(S) sample, and (PC) computer 

L L
A

S

Laser

UGICS 

PC

UGICS 

PC

Fig. 1 Schematic of experiment setup (L) lens, (A) aperture,
(S) sample, and (PC) computer 

Table I Transport length lt and absorption length la of 
various tissue specimens using the MCS approach 

 

REFERENCES 
 
[1] R. R. Alfano Guest Editor, “Advances in Optical 

Breast Imaging,” Technology in Cancer 
Research and Treatment 4 (2005, special issue). 

[2] A. Ishimaru, “Wave Propagation and Scattering 
in Random Media” (Academic, New York, 
1978) 

[3] Bevilacqua F, Marquet P, Coquoz O and De-
peursinge “Role of tissue structure in photon mi-
gration through breast tissues,”Appl. Opt. 36, 
44–48, (1997). 

[4] M. Alrubaiee, S. K. Gayen, J. A. Koutcher, and 
R. R. Alfano, “Spectral and Temporal Near-
Infrared Imaging of Ex Vivo Cancerous and 
Normal Human Breast Tissues,” Technology in 
Cancer Research and Treatment 4 (2005). 

[5] S. Jacques, C. Alter, and S. Prahl, ``Angular 
dependence of HeNe laser light scattering by 
human dermis,'' Lasers in the Life Sciences, 1, 
309-333, (1987). 

344



Partial Characterization of Blm10p, an Activator of the Nuclear 
20S Core Proteasome, that Functions in the Relief of Oxidative 

Stress in Saccharomyces cerevisiae 
 

Leah D. Pride1 and Carol Wood Moore, Ph.D2 (Faculty Mentor) 
The City College of New York (City University of New York) 1 

Sophie Davis School of Biomedical Education (City University of New York)2 
New York, NY 10031, United States 

{Pride, Moore}@sci.ccny.cuny.edu 
 

 
Abstract � This paper focuses on the partial func-
tional characterization of Blm10p, an activator of 
the nuclear 20S core proteasomal subunit. The 
BLM10 gene was isolated in this laboratory as a 
multi-copy suppressor of the extreme DNA damage 
and hypersensitivity to lethal effects of oxidative 
agents (e.g. bleomycin) conferred by the blm3-1 
mutation of Saccharomyces cerevisiae (baker�s 
yeast). Results have shown that Blm10p is widely 
conserved and localizes throughout the cell cycle in 
the nucleus, similar to the human PA200 homolog. 
The protein is not essential for viability in the ab-
sence of oxidative agents. In the presence of several 
drugs, the protein becomes essential for cell sur-
vival and the protection of DNA. Blm10 is part of 
an extensive protein network, which links the 26S 
proteasome to DNA repair. 

I. INTRODUCTION 
The blm3-1 mutation of Saccharomyces cerevisiae 
conveys hypersensitivity to the anticancer drug, 
bleomycin (BM), or structurally related phleomycin, 
(PM). The BLM10 gene was cloned as a multi-copy 
suppressor of the blm3-1 mutation by functional 
complementation [1]. BM, in the presence of oxygen 
and Fe(II), cleaves DNA through a method involving 
the formation of free radicals [2] causing DNA 
damage. The drug also damages the cell wall and 
plasma membrane in S. cerevisiae [3], facilitating 
uptake of the drug into the cell. After BM uptake, the 
drug concentrates into the vacuoles of yeast where it 
is degraded [4], or is degraded by bleomycin 
hydrolase [5]. Though well studied, these pathways 
do not suggest how BM/PM becomes detoxified in 
the nucleus. 

II. CHARACTERIZATION OF THE BLM10        
PROTEIN (BLM10P) 

The BLM10 sequence encodes a protein of 2143 
amino acids. Our studies showed that wild type 
Blm10 localized to the nucleus of S. cerevisiae and 

remained in the nucleus throughout the cell cycle 
(Figure 1). 

 

 

 

 

 

 

Figure 1:  Nuclear localization of YFP-Blm10p is 
shown here in full images. Fluorescence microscopy 
was carried out in collaboration with The National 
Center for Research Resources� Yeast Resource 
Center at the University of Washington in Seattle. 

 Figure 2 clearly demonstrates that Blm10p 
(BLM10/BLM10) confers resistance against oxidative 
damage. However, when the gene is deleted in the 
cells, they are unable to maintain the integrity of their 
DNA and they experience increased killing. When 
treating the blm10∆/blm10∆ cells with lower doses of 
PM, it is quite clear that the strain is capable of 
maintaining chromosomal structure as low as 0.001 
µg/ml phleomycin and as high as 0.1 µg/ml 
phleomycin (data not shown). These results show the 
importance of Blm10p in protecting against DNA 
damage and killing. 

 While in the nucleus, Blm10p has been 
shown to cap and activate the 20S catalytic core 
particle of the 26S proteasome [6] in a manner that 
does not require the activity of ATPase for 
proteasomal cleavage [7]. The 20S subunit is 
primarily found in the nucleus of yeast, consistent 
with the nuclear localization of Blm10p. The finding 
that Blm10p participates in the capping and 
activation of the 20S core particle of the proteasome, 
and that these activities are independent of energy, 
combined with our oxidative damage and sensitivity 
data, leads to the possibility of a novel detoxification 
pathway in which the activated Blm10p-20S core 
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particle complex is directly involved in degrading 
BM/PM, or other oxidative agents, upon entry into 
the nucleus. 

Figure 2: Homozygous BLM10 deletion diploids 
(blm10∆/blm10∆) are hypersensitive to DNA damage 
and killing by the BM-PM family of DNA damaging 
agents, as shown using pulsed field gel 
electrophoresis and measurements of survival. 

III. PROPOSED BLM10 PROTEIN NETWORK 
Blm10 is an energy-independent 20S proteasomal 
activator, not requiring ATPases and ubiquitinated 
substrates. Using MALDI-TOF mass spectroscopy to 
identify baited protein complexes, all of the proteins 
found to associate with Blm10p are located in the 
nucleus. Gavin et al [8] and Ho et al [9] determined 
that Blm10 interacts with two proteins associated 
with the 20S core particle of the 26S proteasome 
(Scl1 and Pre8), and two proteins associated with the 
non-homologous end joining/histone remodeling 
pathway (Sir4 and Zds2). These primary interactions 
yield a complex 26S proteasome-DNA repair protein 
network surrounding Blm10p (Figure 3). The 
relationship between DNA repair and Blm10 
activation of the 20S core particle activation is 
currently being studied. 
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Abstract — A new mechanism for inducing a Hall voltage
on a confined two-dimensional electron gas having an circu-
lar insulating region is proposed. The electron wave function
vanishes at the insulating region, which is described by a static
vortex of radius D. By applying an external microwave to the
system, the time average of the response gives rise to a Hall
voltage. This phenomena can be used to convert a microwave
field into a power source.

I. INTRODUCTION

Conventionally, a Hall voltage is generated in response to
an external magnetic field applied to a sample. Recently,
the possibility of generating D.C. (time-independent)
voltage in one-dimensional structure in response to an
A.C. (time-dependent) voltage is proposed [1, 2, 3, 4, 5].
In addition, a spin-Hall current can also be generated on
a two-dimensional electron gas (2DEG) [6] as a result
of the Aharonov-Casher spin-orbit effect [7, 8]. Re-
lated phenomena, such as zero resistance states, have also
been observed [9] when a microwave field is applied to
a GaAs quantum dot in an external magnetic field.

We will show that a D.C. Hall voltage can be gen-
erated in the absence of a magnetic field when one ap-
plies a microwave field (time-dependent electric field) to
a confined two-dimensional electron gas which contains
an insulating region. Since the electronic wave function
vanishes in the insulating region, we are allowed to de-
scribe it effectively as a localized vortex. Therefore, we
consider the 2DEG of size L× L as being confined by a
harmonic oscillator potential Vc(~r) with a classical turn-
ing point LF , where L ' LF . The confined 2DEG is
hereinafter referred to as a quantum dot. In this paper,
we consider the insulating region as a circle centered at
~R with radius D. This effect can be used to convert mi-
crowave field into a D.C. power source and might have
important applications in the field of communications.

II. MODEL HAMILTONIAN

We will now build a model which describes the physics
of a high mobility 2DEG GaAs quantum dot. A typical
high mobility quantum dot has an electronic density of
n ' 1015m−2, a Fermi energy of EF ' 0.01eV and a

Fermi temperature of TF ' 120K. This corresponds to
a Fermi wavelength λF ' 0.5 × 10−7m. For high mo-
bility GaAs, the typical scattering time is τ ' 10−11sec
which corresponds to the mean free path ` = vF τ . Since
the ratio between the mean free path and the Fermi wave
length is `

λF
= vF τ

λF
= hτ

λ2
F

m
' 30, which is much larger

than one, we can neglect the multiple scattering effects.
When the thermal length is comparable with the size of
the system L ' λthermal = (TF

T )1/2λF , one obtains a
ballistic system with negligible multiple scattering.

The quantum dot of size L × L with an insulating re-
gion is described by the following model Hamiltonian:

Ĥ =
h̄2

2m
~K2 + Vc(~r) + UI(~r) (1)

where Vc(~r) is the confining potential and UI(~r) is an
infinite potential which gives rise to a vanishing electron
wave function in the insulating region. The confining
potential is give by a harmonic oscillator potential

Vc(~r) =
mω2

0

2
~r2 (2)

which has a “classical turning point” LF determined
by the condition mω2

0L2
F

2 = EF . This condition de-
scribes the effective physics of a free electron gas of
size L ≤ LF . By demanding that the classical turning
point LF is of the order of thermal wave length LF '
λthermal, one can determine the confining frequency as
ω0 = 2πf0 = h̄

m ( T
TF

) 1
λ2

F

. For this condition, we obtain

a ballistic regime where L < LF ∼ 10−7 − 10−6m,
T ∼ 1− 10K, f0 ' 1− 10 GHz and τ ' 10−11sec. In
order to observe quantum scattering effects caused by the
insulating region of radius “D,” we require that the wave-
length λF obeys the condition D > λF ' 0.5× 10−7m.
(For D < λF , the electrons are not diffracted by the in-
sulating region.) Based on these requirements, we will
investigate a 2DEG with the parabolic potential given in
eq. (2), which provides the confining length of size L.

The effect of the insulating region of radius “D” is de-
scribed by a potential UI(~r), which will ultimately cause
the electronic wave function Φ(~r; ~R) to vanish at the cir-
cular region |~r − ~R| ≤ D. We describe the vanishing of
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wave function by considering it effectively as a localized
vortex centered at ~r = ~R [10]. We can parametrize the
wave function Φ(~r; ~R) as

Φ(~r; ~R) =
|~r − ~R|
D

eiθ(~r, ~R)ψ(~r) (3)

for |~r − ~R| ≤ D, and

Φ(~r; ~R) = eiθ(~r, ~R)ψ(~r) (4)

for |~r − ~R| > D. The wave function ψ(~r) is a regular
function and θ(~r; ~R) is a multivalued function.

With the help of the above gauge transformation of
wave function, we obtain

e−iθ(~r;~R)ĤΦ(~r; ~R)−−−−−−−−→
|~r − ~R| > D

H(~Π, ~r)ψ(~r) (5)

where H(~Π, ~r) is the transformed Hamiltonian and ~Π is
the kinetic momentum. The Hamiltonian Ĥ given in eq.
(1) are thus replaced by the transformed Hamiltonian

H =
h̄2

2m
~Π2 + Vc(~r) (6)

where ~Π = ~K− ~∂θ(~r; ~R) is the kinetic momentum [11].
The derivative of the multivalued phase θ(~r; ~R) deter-
mines the vector potential ~A(~r; ~R) = ~∂θ(~r; ~R). As a
result of this gauge transformation, the kinetic momenta
no longer commute with each other. The kinetic momen-
tum obeys the commutation relation

[Π1(~r),Π2(~r)] = iB̄(~r) (7)

where B̄(~r) = εij∂iAj represents a localized magnetic
field, i, j = 1, 2, εii = 0 and ε12 = −ε21 = 1. The
localized magnetic field B̄(~r) in eq. (7) is non-zero only
for |~r− ~R| ≤ D. A good approximation to the vortex so-
lution given in ref. [10] would be to use a delta function
with a finite width D, which can be replaced by a step
function.

III. EQUATION OF MOTION

For the remaining part of this paper, we will solve our
model using Heisenberg’s equation of motion formal-
ism. For simplicity, we first introduce a dimensionless
time s = ω0t and a dimensionless coupling constant
γ = h̄ω0

mω2
0D2 < 1. Based on the Hamiltonian given in

eq. (6), we obtain from the Heisenberg’s equation of mo-
tion, i.e. Π̇i = 1

ih̄ [Πi,H(~Π, ~r)], that the kinetic momen-
tum Πi,H(t) in the Heisenberg representation obeys the
following differential equation:

(
d2

ds2
+1)Πi,H(s)+εij

γ

2
d

ds
{B̄(~rH(s)),Πj,H(s)}+ = 0

(8)

The notation {A,B}+ = AB + BA represents the anti-
symmetric combination. The solution of eq. (8) is given
as a power series in the coupling constant γ

Πi,H(s) = Π(0)
i,H(s) + γΠ(1)

i,H(s) + · · · (9)

where Π(0)
i,H(s) is the solution of free harmonic oscillator

with the initial condition Π(0)
i,H(0) = Ki, i = 1, 2 and

Π(1)
i,H(s) represents the first order term in the coupling

constant γ.

IV. RESPONSE TO THE EXTERNAL MI-
CROWAVE FIELD

We shall now investigate the response of the quantum dot
having a vortex localized at ~R = (R1, R2) due to an ex-
ternal microwave field. The external microwave potential
is given by

Hext = −er2E2(t) (10)

for t ≥ 0 where E2(t) = E0 cos(ωt + α(t)) is the
microwave field with an amplitude E0, “ω” is the mi-
crowave frequency, and α(t) is the phase. The co-
herency of the microwave source is characterized by
< α(t)α(t′) >' α0e

−|t−t′|2/2∆2
. For ∆|t − t′| ≥ 2π,

the microwave radiation is described by a random phase
0 ≤ α < 2π.

The response of the kinetic momentum and coordi-
nate due to the external microwave field are defined as
the differences between two Heisenberg representations,
namely the one induced by the external microwave po-
tential, and the one in the absence of the external mi-
crowave potential. Therefore, we can write the response
of the kinetic momentum as

δ~Πext(t) = ~Πext(t)− ~ΠH(t) (11)

and
δ~rext(t) = ~rext(t)− ~rH(t) (12)

where

~Πext(t) = e
i
h̄

∫ t

0
dt′(H+Hext(t

′))~Π(0)e−
i
h̄

∫ t

0
dt′(H+Hext(t

′))

(13)
and

~ΠH(t) = e
i
h̄ Ht~Π(0)e−

i
h̄ Ht. (14)

Similarly, the response of the coordinate is written as

δ~rext(t) = ~rext(t)− ~rH(t) (15)

where

~rext(t) = e
i
h̄

∫ t

0
dt′(H+Hext(t

′))
~r(0)e−

i
h̄

∫ t

0
dt′(H+Hext(t

′))

(16)
and

~rH(t) = e
i
h̄ Ht~r(0)e−

i
h̄ Ht. (17)
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As a result, we obtain the differential equation for the
shifted momentum δ~Πext(s),

(
d2

ds2
+ 1)δΠi,ext(s)

+εij
γ

2
d

ds

[
{B̄(~rext(s)),Πj,ext(s)}+

−{B̄(~rH(s)),Πj,H(s)}+
]

= − 1
ω0τ

d

ds
δΠi,ext(s)−

e

h̄ω0

d

ds
(E2(s))δi,2 (18)

where E2(s) = E0 cos((ω/ω0)s + α). The shifted co-
ordinate δ~rext(s) is given by integrating the shifted mo-
mentum δ~Πext(s) over the dimensionless time s, namely

δri,ext(s) =
h̄

mω0

∫ s

0

ds′δΠi,ext(s′). (19)

In eq. (18), we have introduced the single particle relax-
ation time τ caused by impurity scattering (see the first
term on the left side given by 1

ω0τ
d
dsδΠi,ext(s)).

Following the same spirit as described in section III.,
we can solve eq. (18) as power series in γ and compute
the time-independent momentum deviation from equilib-
rium induced by the microwave field. The presence of
such a static shift in the momentum is an indication of
a steady state D.C. current. For γ < 1 and a weak mi-
crowave amplitude E0, we can solve eq. (18) as power
series in γ

δΠi,ext(s) = {δi,1[γδΠ(1)
1,ext + γ3δΠ(3)

1,ext + · · ·]

+δi,2[δΠ
(0)
2,ext + γ2δΠ(2)

2,ext + · · ·]}. (20)

The solution of δΠi,ext(s) has two parts, namely a D.C.
(time-independent) part and an A.C. (time-dependent)
part.

The zeroth order solution used to generate the series
are given by

δΠ(0)
1,ext(s) = 0 (21)

and

δΠ(0)
2,ext(s) = A

(0)
2,ext sin[(

ω

ω0
)s+ ϕ+ α] (22)

where tanϕ = ω/τ
ω2−ω2

0
and A(0)

2,ext = − eE0τ(ω/ω0)
h̄ω0

sinϕ.

The first order term in γ is given by δΠ(1)
1,ext(s), the

D.C. (time-independent) component of which is defined
as

δΠ(1)
1,D.C. =

1
2π

∫ 2π

0

δΠ(1)
1,ext(s

′)ds′. (23)

By iterating eq. (18), we can obtain a geometric series in
γ for the shifted momenta δΠ1,D.C. and δΠ2,D.C. in the
i = 1 and the i = 2 directions, respectively.

V. COMPUTATION OF CURRENT

In the semi-classical approximation, the induced cur-
rent density J1(~r) in the i = 1 direction is de-
fined as a weighted integral over the shifted momentum
δΠ1,D.C.(~Π, ~r), namely

J1(~r) =
eh̄

m

∫
d2Π
(2π)2

δΠ1,D.C.(~Π, ~r)fF.D.[H(~Π, ~r)−EF ],

(24)
where fF.D.[H(~Π, ~r) − EF ] is the Fermi-Dirac occupa-
tion function. The current in the i = 1 direction is given
by

I1 =
1
L

∫ L
2

−L
2

∫ L
2

−L
2

d2rJ1(~r) (25)

where L × L is the size of the quantum dot. The result
given in eq. (25) is the current in i = 1 direction when
two edges of the sample at at x = −L/2 to x = L/2 are
connected.

The application of a microwave field in the i = 2 di-
rection induces a D.C. voltage in the i = 1 direction.
This voltage is obtained from the shifted momentum
δΠ1,D.C.. We obtain the induced electric field E1,D.C.

using the relation E1,D.C. ' δΠ1,D.C.( h̄
eτ ), from which

we obtain the voltage

V1,D.C. =
∫ L/2

−L/2

dxE1,D.C. ' E1,D.C.L. (26)

This voltage satisfies the equation that V1,D.C. = I1/σ,
where I1 is the current in the i = 1 direction and
σ = nee2τ

m is the conductivity of the sample. The mi-
crowave field is expressed in terms of an R.M.S. (effec-
tive) voltage VR.M.S. = E0L/

√
2 which allows us to

define a dimensionless voltage induced in the i = 1 di-
rection

v1,D.C. =
V1,D.C.

VR.M.S.
= (

D

L
)2γG(ϕ, α,E0) (27)

where

G(ϕ, α,E0) ≡ G(1)(ϕ, α) +G(2)(ϕ,E0) (28)

and

G(1)(ϕ, α) ' − sinϕ cos(ϕ+ α)
1− (γ sinϕ)2

(29)

G(2)(ϕ,E0) =
1
2
(
ω

ω0
)2(

E0

Eint
) sin2 ϕ (30)

where E0/Eint << 1. Here Eint ≡ h̄

eτ<~R>
is the

internal electric field. Using typical values of γ =
h̄ω0

mω2
0D2 ' 0.7, D and L, we obtain that the amplitude

of the dimensionless voltage v1,D.C. (the rectification ef-
ficiency) given by

√
2(D

L )2γ takes values in the range of
0.01 − 0.001, making it possible to be used as a D.C.
voltage source.
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VI. RESULTS AND CONCLUSIONS

According to the result of the dimensionless volt-
age given in eq. (27), we can analyze the function
G(ϕ, α,E0) for different cases.

a) The coherent case. For this case we take α ' 0 and
find that the function G(1)(ϕ, α) changes sign for
ω ' ω0 and vanishes in the limits ω → 0 and ω →
∞. When ω ' 0.9ω0 and ω ' 1.1ω0, the function
reaches the maximum.

b) The incoherent case. For this situation, the first
term 1

2π

∫ 2π

0
dαG(1)(ϕ, α) = 0 and we are

left with G(2)(ϕ,E0) ≥ 0 which vanishes like
1
2 ( E0

Eint
)( 1

ω0τ )( ω
ω0

)3 for ω → 0 and saturates to
1
2 ( E0

Eint
)( 1

ω0τ ) for ω → ∞ and reaches the maxi-
mum at ω = ω0.

At present time, there is no clear experiment with
which we can compare our theory. Recently, an exper-
iment which contains insulating disks in a 2DEG quan-
tum dot [12] shows a resonance behavior as a function
of an external magnetic field. We have used this data
(see figure 3 of ref. [12]) which shows that at zero mag-
netic field the Hall voltage changes sign as a function of
the microwave frequency. We have used figure 4 in ref.
[12] to extract the behavior of the voltage as a function of
ω
ω0

for zero magnetic field. Figure 3 in ref. [12] shows
clearly that the voltage at zero magnetic field changes
sign when the microwave frequency varies between 1.46
GHz to 34 GHz and vanishes at 17.41 GHz! This experi-
mental behavior agrees qualitatively with our result once
we take ω0 = 17.41GHz with 1.46

17.41 ≤ x = ω
ω0
≤ 34

17.41 .
To conclude, we have considered in this paper a con-

fined 2DEG in the presence of a localized insulating re-
gion. The insulating region, which causes the electronic
wave function to vanish, is described effectively as a sta-
tic vortex. By applying a microwave field to the sample,
a D.C. Hall voltage is obtained. This phenomena can
be used to convert a microwave field into a D.C. power
source.

ACKNOWLEDGMENTS

The authors would like to thank V. N. Muthukumar for
valuable comments and Jingqiao Zhang for communicat-
ing with us their experimental results of ref. [12].

REFERENCES

[1] D. Schmeltzer. Tunnelling between two luttinger
liquids induced by a driving field. Physical Review
Letters, 85:4132, 2000.

[2] P. W. Brouwer. Scattering approach to parametric
pumping. Physical Review B, 58:R10135, 1998.

[3] L. DiCarlo, C.M. Marcus, and J.S. Harris Jr. Pho-
tocurrent, rectification, and magnetic field symme-

try of induced current through quantum dots. Phys-
ical Review Letters, 91:246804, 2003.

[4] D. J. Thouless. Quantization of particle transport.
Physical Review B, 27:6083, 1983.

[5] D.E. Feldman, S. Scheidl, and V.M Vinokur. Rec-
tification in luttinger liquids. Physical Review Let-
ters, 94:186809, 2005.

[6] R. Winkler. Spin-orbit coupling effects in two-
dimensional electron and hole systems, volume
191. Springer Tracts in Modern Physics, 2002.

[7] Y. Aharonov and A. Casher. Topological quantum
effects for newtral particles. Physical Review Let-
ters, 53:319, 1984.

[8] B. Reznik and Y. Aharonov. Question of the non-
locality of the aharonov-casher effect. Physical Re-
view D, 40:4178, 2005.

[9] R. G. Mani, J. H. Smet, Klaus von Klitzing,
V. Narayamurty, W. B. Johnsona, and V. Umansky.
Zero resistance states induced by electromagnetic
wave excitation in gaas/algaas heterostructures. Na-
ture, 420:646, 2002.

[10] Zyun F. Ezawa. Quantum Hall Effect. World Sci-
entific, 2000.

[11] Landau and Lifshitz. Statistical Physics part 2.
Pergamon Press, 1981.

[12] Jingqiao Zhang et.al. Directed electron transport
through ballistic quantum dot under microwave ra-
diation. Cond-Mat/0504087.

350



 

 

Surface Enhance Raman Spectroscopy (SERS) As  
 Sensing Method for Biomolecules on MBE-Grown 

Quantum Dots 
 

Richard Livingstone and John Lombardi 
City College of New York 

New York,  
NY,10031 USA 

Email: livingstonerm@aol.com 
 

 
Abstract — Using Surface Enhance Raman 
Spectroscopy (SERS) technique, we have observed 
bio-molecules at extremely low concentration, 
adsorbed on self-organized II-VI semiconductor 
quantum dots, grown by molecular beam epitaxy 
(1).  
    The samples were grown on InP substrates with 
ZnCdMgSe barriers, and involve hemi-ellipsoidal 
dots of CdSe assembled above a thin wetting layer. 
Excitation at 488nm produces intense Raman 
spectra of adenine, trytophan and tyrosine, when 
adsorbed on these structures. Examination of 
individual Raman frequencies provides 
information as to the mode of attachment of the 
molecules to the CdSe surface. These results 
demonstrate that the CdSe quantum dot system 
provides a high degree of molecular specificity 
and large Raman enhancement factor, enabling 
sensitive detection and identification of biological 
molecules.  

I. INTRODUCTION 
Raman spectroscopy has been found to present 
considerable advantages in probing molecules of 
biological interest. The advantages of Raman 
spectroscopy over other detection methods include 
the ability to explore molecules in aqueous media, 
high resolution, high specificity, and non-
destructive effects on the sample, allowing in situ 
detection and characterization. These advantages 
encourage the search for ways to construct optical 
devices for use as probes for sensing instruments, 
which are sensitive to extremely small quantities 
of biologically important molecules. The high 
resolution and specificity of Raman signals are of 
considerable advantage in designing such 
probes2,,3. Furthermore, the technique of Molecular 
Beam Epitaxy (MBE) presents a means of 
construction and testing of solid-state surfaces, 
which are precisely controlled during fabrication 
and have high quality surface features. This makes 
them ideal for research into prototypes for 

sensitive devices for detection of molecular 
species. In this article we explore the feasibility of 
utilizing enhanced Raman spectra of molecules 
adsorbed on the surface of MBE-grown 
semiconductor quantum dots for bio-sensing 
devices.  

II. EXPERIMENTAL 
Molecular beam epitaxial growth. Self-
assembled CdSe/CdZnSeMg quantum dots (QDs) 
samples grown by molecular beam epitaxy (MBE) 
on InP (001) substrates were utilized. The 
quantum-dots nanostructures were not covered 
with a cap-layer. These samples were grown in an 
ultrahigh vacuum (UHV) Riber system. Samples 
were removed from the chamber immediately 
following the QD formation. To slow a possible 
ripening effect, the samples were immediately 
immersed in liquid nitrogen after the growth and 
kept in this condition until the moment of taking 
the surface topography or Raman spectra. 
Atomic force microscopy (AFM) . Atomic Force 
Microscope (AFM) images were recorded in non-
contact mode using a ThermoMicroscopes 
Explorer� system (Veeco Instruments, Santa 
Barbara, CA, USA), operated in air and at room 
temperature. The processing was conducted using 
the SPMLab software.  
Raman Spectroscopy. To obtain the adsorption of 
bological molecules, the quantum-dots samples 
were immersed in stock solution of trytophan, 
adenine or tyrosine prepared at 0.01 M 
concentration, for 20 minutes. At the end of these 
treatments, the samples were subjected to a short 
ultrasonic agitation in order to remove excess 
species, so that only adsorbed species were left on 
the surfaces.  
The Raman experiments were performed at room 
temperature in air. The excitation light was the 
488 nm line of an Argon ion laser. Typical power 
levels at the sample were 30 mW.  
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    ΙΙΙ.  RESULTS 
  Figure 1 shows a representative AFM image of the 
quantum dot sample before adsorption of molecules. 
The surface quantum dot density is 7x108 cm-2 and 
height distribution shows an approximately Gaussian 
lineshape with 4.5 ± 0.5 nm being the most abundant 
value. The average radius of the QDs base is 47 nm. 

 
    Figure 1 AFM of  CdSe/CdZnSeMg quantum dots.  
   In figure 2 we show the ex-situ Raman spectrum 
from CdSe/CdZnSeMg quantum dots after the im-
mersion in liquid tryptophan and the following 
sonication. We also measured the Raman spectrum 
of solid tryptophan and observed a close resem-
blance between this spectrum and that in Fig. 2. 
This suggests that the Raman bands measured on 
the semiconductor nanostructure originate from 
tryptophan molecules adsorbed on it and we are 
able to observe them because they are enhanced 
from the SERS effect.  
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Figure 2. SERS spectrum of Tryptophan molecules 
adsorbed on CdSe/CdZnSeMg quantum dots. 
 
Details of band positions and tentative mode as-
signments are tabulated in Table 1 together with 
our Raman data (at 488 nm) on solid tryptophan 
Some of the other lines present in the figure are 
due to the underlying semiconductor structure, and 

since some coincide with expected molecular 
lines, it is likely the latter are obscured in this 
spectrum. 

Modes 
a 

SERS 
(488nm) 

from Trypt 
on 

Quantum 
Dots b 

Raman 
(488nm 

from Trypt 
solid c 

β-CO2
- 500  

 529  
def. R,r 538  
β-NH(r) 551 562 
β-NH(r) 578 580 
β-CH 604 608 

 665  
def. r,R 717 716 

Table1. Vibrations of Tryptophan (Trypt) 
invarious systems (in wavenumber/cm-1). 

R-benzene ring, r-pyrrole ring, ν-stretch, β-bend 

 
VΙ. CONCLUSION  

 
We have demonstrated that MBE-grown quantum 

dots can be used as a surface for considerable en-
hancement of the Raman signal from molecules of 
biological interest. The signal is unique to the par-
ticular molecule, and is sensitive to extremely small 
quantities of the adsorbate. The high sensitivity, 
molecular specificity and non-destructive nature of 
this procedure encourages us to consider the possibil-
ity that such systems could be utilized to fabricate 
devices to be used as biosensors. 
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Abstract — Using the continuum model MCCE
program, the proton transfer behaviour in the binu-
clear centre of Cytochrome C oxidase and Quinol
Oxidase are studied. Based on the calculation from
OOOO, OORR and RRRR states, a proton is bound
to CuB site in the fully oxidized state, and 2.5 up-
take protons per 4 electrons in fully reduced binu-
clear centre are calculated, which agree with ex-
periments.

INTRODUCTION

Cytochrome c oxidase and Quinol oxidase are the
terminal electron acceptor in the electron transfer
chain. These transmembrane proteins build an
electrochemical gradient using chemical energy from
the reduction of O2. The mechanism of action of this
large complex is still an active research topic. The
understanding of the electron transfer chain will be
very helpful for the people looking for new energy
resources. Ionization states of all residues were
calculated with Multi-Conformation Continuum
Electrostatics method (MCCE) in several anaerobic
oxidase redox states ranging from fully oxidized to
fully reduced. One longstanding problem is how
proton uptake is coupled to the reduction of the
active site binuclear center (BNC). The BNC has 2
cofactors: Heme a3 and CuB. If the protein needs to
maintain electroneutrality, then two protons will be
bound when the BNC is reduced by 2 electrons in the
reductive half of the reaction cycle. The effective
pKas of ionizable residues around the BNC are
evaluated. At pH 7, only a hydroxide coordinated to
CuB shifts its pKa from below 7 to above 7, and so
picks up a proton when Heme a3 and CuB are
reduced. Glu I–286, Tyr I–288, His I–334 and a
second hydroxide on Heme a3 all have pKas above 7
in all redox states. Thus, they are protonated and
cannot serve as proton acceptors. The propionic acids
near the BNC are deprotonated with pKas well below
7. They are well stabilized in their anionic state and
do not bind a proton upon BNC reduction. This
suggests electroneutrality in the BNC is not
maintained during the anaerobic reduction. Proton

uptake on reduction of CuA, Heme a, Heme a3, and
CuB show ≈2.5 protons bound per 4 electrons, in
agreement with prior experiments in Cytochrome c
oxidase. One proton is bound by a hydroxyl group in
the BNC, the rest to groups far from the BNC. The
electrochemical midpoint potential (Em) of Heme a
is calculated in the fully oxidized protein, and with
one or two electrons in the BNC. The Em of Heme a
shifts down when the BNC is reduced, which agrees
with prior experiments. If the BNC reduction is
electroneutral, then Heme a Em is independent of the
BNC redox state. This work is confirmed while
computing Cytochrome c oxidase and Quinol
oxidase using MCCE program.

TABLES

Table1. Calculated 

† 

pK'
  in cytochrome c oxidase

using MCCE program. Free energy terms
expressed   In MCCE program are in equation 1.

In equation 2, 

† 

pK7
'

describes the protonation free
energy from zero at PH 7.  (The cofactor states are
in the order CuA; Heme a; Heme a3;CuB)

Cytochome
c

 oxidase

OO
OO

RO
OO

OR
OO

OO
OR

OR
OR

OO
RR

RR
RR

OH-HEME
a3

13.3 13.7 15.0 5.6 8.1 18.8 19.9

OH- CUB -9.8 -9.5 -8.2 25.0 13.8 18.7 20.6
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Table2. Calculated 

† 

pK'
  in cytochrome c oxidase

using MCCE program. (The cofactor states are in
the order Heme b; Heme O3;CuB)

EQUATIONS:

† 

DG = 2.3RT (7- pKa, sol )- (DDGrxn + DGpol + DGres,7
mfe )

 (1)

† 

pK7
' = 7-

DG7

RT
 (2)
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