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ABSTRACT

With increasing student numbers and decreasing
budgets, undergraduate embedded systems educa-
tion needs to turn to Computer-aided Assessment
(CAA) techniques to keep down the time and ef-
fort invested into grading. When setting up the
mandatory embedded systems courses for the bach-
elor study “Computer Engineering” at our univer-
sity, we thus payed particular attention to employ
CAA-compatible exam styles which ultimately al-
low courses to be conducted in a distance learning
setting. In this paper, we present our theory exam
style, which mainly consists of true/false questions,
describe our experiences with the exams, motivate
our changes to improve student acceptance, and
discuss possible improvements of our current exam
style.
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1 Introduction

Some years ago, the Vienna University of Technol-
ogy introduced a new bachelor study “Computer
Engineering”, which consists of several courses in
the field of embedded systems. Since most of these
courses were new and had to be set up, the project
SCDL “Seamless Campus: Distance Labs”1 was ini-
tiated to develop a remote teaching concept for em-
bedded systems laboratory courses. The long-term

1This work is part of the SCDL “Seamless Campus:
Distance Labs” project, which received support from the
Austrian “FIT-IT Embedded Systems” initiative, funded
by the Austrian Federal Ministry of Transport, Innovation
and Technology (BMVIT) and managed by the Austrian
Research Promotion Agency (FFG) under grant 808210.
See http://www.ecs.tuwien.ac.at/Projects/SCDL/ for fur-
ther information.

goal of the project is to provide a remote learning
environment that can be used for most of the em-
bedded systems courses at the Vienna University
of Technology. This will enable us to increase our
training capacity and to better support working or
handicapped students.

Since we expected at least 100 students per
course, we decided to incorporate computer-aided
assessment from the beginning to support dis-
tance learning. Although the majority of com-
puter science courses at our university use (man-
ually graded) free-answer exams, we did not see
any way to reliably grade text answers automati-
cally. Although there are efforts to solve this prob-
lem, e.g. [8, 1], we nevertheless were reluctant to
use these approaches in our courses. Therefore,
and encouraged by work like [5], we decided to fo-
cus on multiple-choice exams. Discussions with the
course instructors revealed that most could live with
multiple-choice exams instead of free-answer exams,
especially in the light of the following advantages:

• The exam papers can be graded automatically.

• Papers are graded consistently (manually
graded papers may depend on the instructor).

• Apart from errors in the database or problem-
atic phrasing, there is no room for debate about
grades.

• The exams can easily be conducted on the com-
puter and at remote locations.

• Once the question database has been set up
satisfactorily, only a small amount of time
needs to be invested into the exams.

The main problem we identified is with questions
that should encourage the student to find a creative
solution, like finding a design to a problem state-
ment or do a complex calculation. However, these
kind of tasks are anyway difficult to integrate into a



test of limited time. Therefore we decided to check
this kind of knowledge in separate lab exercises.

From the students’ side, the switch from the tra-
ditional free-answer exams to multiple-choice exams
is often a difficult one, since the students are typi-
cally used to several amenities of free-answer exams:

• Usually no penalty for wrong answers and
hence no penalty for guessing.

• Writing whatever springs to mind about the
topic in question in the hope of getting at least
partial credit.

• Being able to later argue about the interpreta-
tion of the answers, e.g. when asked to explain
how something works.

With multiple-choice exams, at least the last two
items are not possible anymore, and we strongly
feel that the first item should be curtailed as well.
Therefore, students used to the amenities of es-
say exams may have trouble adapting to the dif-
ferent rules of multiple-choice exams, and the tran-
sition has to be done with some care. In fact, we
found that students did not really warm up to the
multiple-choice questions, but were a lot more satis-
fied after we switched to true/false questions, even
though these introduce new problems.

In the remainder of the text, we will first present
and motivate our current exam style in Section 2.
Section 3 is dedicated to a description of our exam
management software, which plays a part in increas-
ing student satisfaction. Section 4 discusses our ex-
periences, both with our first exams in multiple-
select style and with our current true/false ques-
tions, and the overall student reactions. Section 5
concludes the paper.

2 Exam Style

When we started out, we intended to use normal
multiple-choice questions as described in [3] consist-
ing of a so-called stem containing the problem state-
ment followed by several possible answers, whereof
only one answer is correct, the others are distrac-
tors that appear plausible to somebody without the
knowledge to be tested.

However, on closer inspection we were hesitant
to use this particular layout, because we did not
like the fact that in such questions, there is exactly
one correct answer. Since students know about this
fact, they will pick the choice that sounds most
plausible, leaving us with the task to come up with
excellent distractors for every single question, which
turned out to be quite difficult.

So instead of classical multiple-choice exams, we
decided to employ multiple-select exams, where
more than one choice may be a correct answer. Stu-
dents got points for the question if they marked all

correct answers, and there was no penalty for wrong
answers. In multiple-select exams, students have to
think more, it is not sufficient to just select the most
plausible choice and be done with it. We actually
used these exams on several occasions, but were
still not satisfied. Our main point of criticism is
that although the exam shows us whether students
know which answers are correct, it does not show
us whether they know which answers are wrong –
after all, a student may leave a choice unchecked
due to ignorance, or because he or she knows that
the choice is wrong.

To address this problem, we changed the choices
to true/false answers, that is, we provided two
checkboxes next to each choice, one for yes/true
and one for no/false. Students were required to tick
off the appropriate checkbox for every single an-
swer. This enabled us to better test the knowledge
of students, and it also allowed us to have questions
where none of the answers were correct, doing away
with the problem that students know there must be
one correct answer. So from our point of view, this
exam style was already fairly acceptable. However,
students criticized that they only got points for a
question if they got all the answers right. No partial
credit was awarded.

To address these remaining issues, we decided to
drop the multiple-choice structure and switched to
individual true/false questions. To help students
concentrate during the exams, we still group ques-
tions into topics, but each question is scored inde-
pendently. So our exams are now structured into n

topics with k independent true/false questions each,
which are individually scored. We found that this
exam style is more satisfactory to the students, and
it also allows us to cover a larger range of course
material with less hassle. In the light of studies
like [7], which indicate that true/false questions are
comparable to open-ended questions with respect to
the score ranking, we therefore settled on this exam
style.

Yet, this new style does have its share of problems
as well, most notably its bad guessing resistance.

According to the Merriam-Webster Dictionary,
guessing means to choose a correct answer based
on conjecture, chance, or intuition instead of knowl-
edge. While it is impossible to draw a sharp distinc-
tion between conjecture/intuition and knowledge, a
well designed exam should at least eliminate points
from randomly chosen answers.

Guessing is a general problem in response-limited
exams, and is either handled by deducting points
for wrong answers or by accepting that students can
and do guess. Although some go so far as to say that
penalizing wrong answers is irrational (since there
will always be some students who gain by guess-
ing) and who advocate to encourage all students
to guess without penalties in an attempt to make



things fair [2], we still argue that penalties, com-
bined with student discussions about guessing and
its ethical problems, are fairer and more instructive
to students than allowing them to guess without
penalties. Furthermore, we feel that computer en-
gineering students, who may in their future career
be responsible for safety- and life-critical systems,
should not be encouraged to guess.

So we are not averse to penalizing wrong answers,
and feel that it solely depends on the exam style
whether guessing should be penalized or not. While
there are styles where the expectation of points by
guessing randomly is positive, but very low [5], our
scoring scheme has been engineered to eliminate ef-
fects from random guesses on the average by award-
ing +x points for a correct answer, 0 points for an
answered item, and −x points for a wrong answer,
where x is a positive number.

Thus, a pure random guesser is expected to
achieve a total of 0 points on average, while an in-
tuitive guesser who will choose 75% of answers cor-
rectly gets on average 50% of the total achievable
score.

3 Exam Environment

To conduct our exams, we use a tool that is cur-
rently under development at our university. Of
course, there are several tools for computer-aided
assessment available, but we wanted a tool that was
flexible and could be extended to support additional
exam styles, and which could be integrated into our
course management software. Existing tools often
were limited in their supported exam types. There-
fore, we decided to develop our own software. Our
exam management tool, called GTF (Generic Test
Framework), is currently under development and
only rudimentary functionality is available, but it
already serves to help us identify our requirements
for a good exam management tool.

GTF consists of several parts: One generates ex-
ams randomly from an ASCII database. Another is
a client-server architecture which executes the ex-
ams and stores the students’ answers and scores.
The software is capable of displaying graphics along
with the text, so questions can also refer to dia-
grams or formulas. Finally, an evaluation tool can
generate a Latex file from the stored answers of
a student. The Latex file contains the questions
and the student’s answers, as well as the score for
each topic and for the complete exam, in an ASCII
format, and allows to generate a nicely formatted
postscript file. If the grading can be accepted as is,
then we simply use a script to extract the students’
scores from the files and to assign the grades. How-
ever, to be on the safe side, we developed additional
tools to help us further process the exams:

First, we abandoned the idea of creating an indi-

vidual exam for each student in favor of giving the
same questions to all students that take the exam at
the same time (8-16 students in our case). Since we
now have several exam papers containing the same
questions, we can extract an exam statistic: For
each question, we count the number of correct and
incorrect answers as well as the number of absten-
tions. Furthermore, the tool computes the percent-
age of correct answers out of all answers to a ques-
tion, as well as its percentage of abstentions. With
this information, it is very easy to spot problematic
questions (they have a low percentage of correct
answers and/or a high percentage of abstentions),
which are then inspected more closely to determine
whether there was a problem with the formulation
of the text, a problem with conveying the material
to the students, or even an error in the database. In
the first two cases, we withdraw the question from
the exam (this is also done automatically with the
help of a script, which adapts the exam result ac-
cordingly) and the the evaluation result of the test
will be only based on the remaining questions. In
the last case, we correct the error in the database
and re-evaluate the exams.

With the help of the statistic, which in our case
is generated by a simple script and is available
as ASCII text, we can spot problematic questions
within minutes after starting the processing of the
exams. This allows us to eliminate all problems in
a couple of minutes, independent of the number of
exam papers.

With these tools, we can process any number of
exam papers within a few minutes, where most of
the time is spent debating what to do with a prob-
lematic question. Automating these tasks and us-
ing statistics has also prevented us from having to
handle individual papers and has thus ensured that
all exam papers are graded automatically and in
the same way, which was and is our foremost goal.
It also makes sure that the grading is error-free
with a very high probability, which is another of
our goals. Although generating a statistic prior to
grading means that students do not get immediate
feedback on their exams, we do not perceive this
as a drawback, since the grades are generally an-
nounced at the same day. And since we weed out
problematic questions before students see their re-
sults, we in fact increase the students’ trust into our
questions.

4 Discussion

Although we may have been overenthusiastic when
starting to use multiple-choice exams, it still came
as a surprise to find that neither we nor our stu-
dents liked this kind of exam, mainly due to the
problem of generating good choices. Perhaps it is a



problem particular to our field, microcontroller and
embedded systems, or perhaps it was due to our
own inexperience with formulating such questions,
but we simply found it way too time-consuming to
create 20 or 30 good multiple-choice questions per
exam group, especially since we generally need 6-12
exam groups per course. Mainly, the problem lay
with the distractors, which we generally perceived
as being either too obvious or too ambiguous, so we
did not feel comfortable with this exam style.

Surprisingly, neither did the students. They too
perceived many questions as ambiguous, and many
of them already came into our courses with a bad
attitude towards multiple-choice exams, which they
had acquired from other exams. Apparently, good
phrasing and unambiguity were difficult for the au-
thors of these other exams, too. So we had students
who already thought of our exams as “yet another
exam where the student simply cannot win” before
they had even seen the first question. It is pretty
hard to go against that kind of preconceptions, and
that we were not satisfied with our questions our-
selves did not help.

Interestingly, students also complained about the
scoring method of our multiple-select exams, even
though we did not penalize wrong answers. The
problem here lay with the all-or-nothing scoring of
the questions. If there were four choices, three of
them correct, and a student got two but not all
three, then this student got no credit for the ques-
tion.

This system introduced a great random factor for
students who knew part of the questions. Depend-
ing on the distribution of wrong answers, the same
number of correct answers could lead to a very dif-
ferent score. And indeed, in discussions with such
students, we also got the impression that the exam
results did not match the knowledge of the students,
who were often quite prepared but happened not to
know the particular detail the one choice had tested.

On the other hand, we have employed exams with
true/false questions and individual scoring includ-
ing penalties for wrong answers for over two years in
three courses now and have gained some experience
with this exam style during this time. Although es-
pecially in the beginning, ambiguous questions still
occurred, generating good questions was easier from
the start and has become even more so with prac-
tice, since one develops a feeling for problematic
questions and learns how to formulate more care-
fully. This has smoothed out many of the initial
difficulties both we and our students had with the
exams.

Students also appear to have less problems with
individual questions to which they simply have to
answer yes or no. They feel more confident in their
abilities to answer the question, and they seem to
be less afraid of running into a trick question. Of

course, these are just our subjective impressions
gained during the exams, but student feedback dur-
ing discussions of the exams has also improved after
we switched to true/false questions.

However, we cannot deny that there are still some
problems left, especially from the students’ point
of view. Some of these are home-made, others are
inherent to the exam style.

First of all, students tend to believe that
“multiple-choice is easy”. Since the answers are
given and their sole task is to find out whether the
statements are true or false, they apparently believe
that a cursory knowledge of the material should be
enough, and are surprised when they belatedly find
out that this assumption is wrong. We try to lessen
the culture shock by telling them in advance that
our exams are difficult, by telling them that we have
seen a lot of their colleagues make these erroneous
assumptions and fail, and by showing them sam-
ple questions. Once they know what to expect and
prepare well, acceptance of the exams rises, and so
does the students’ performance on the exams.

Some students criticize multiple-choice exams as
a “lottery”. In part, this seems to stem from expe-
rience with multiple-choice exams where questions
were perceived as ambiguous. Therefore, we stress
that our statistic prevents such ambiguous ques-
tions from slipping by unnoticed, and we also ex-
plain that questions may appear ambiguous if the
student is not sufficiently prepared. The second rea-
son for the perception of the exam as a lottery is
the possibility to gamble and win points. Here, we
can only tell students that of course they can de-
grade the exam to a lottery, where they win or lose
by chance, but they can also prepare for the exam,
answer the questions they know, and remove the
element of chance from the exam. It is their choice.

Finally, students do not like the penalty for wrong
answers. Here, we point out that it would be unfair
to prepared students if we did not penalize unpre-
pared students for guessing. Furthermore, for cour-
ses that solely use true/false questions for the exam,
we employ a fairly nice grading scheme which –as
is usual at our university– fails people with a score
below 50%, but already assigns an A for 80% and
more. Since we can expect that students do not get
more than one or two questions wrong by mistake,
an assumption that is supported by our discussions
with students, our grading scheme softens the im-
pact of the penalties on students who only make
honest mistakes.

In the beginning, we also had trouble settling on
the right amount of time we should give students for
our exams. We finally settled on the rule of thumb
of 1 minute per question for an open-book exam
and 20− 30 seconds per question for a closed-book
exam, which seems to work quite well for our top-



ics (most students finish in time). Of course, more
time is always appreciated, but since we are gener-
ally under tight time constraints due to the large
number of students and the small number of work-
stations available for the exams, we had to settle on
these values.

Now that we have gained some experience with
our exams, we certainly do not consider switching
back to free-answer or even oral exams, for several
reasons. First, grading is fair, since it is indepen-
dent of the identity of the student, the time of the
day, and other such influences. This is of utmost im-
portance to us. Also, grading is fast and scales well.
We grade up to 150 exam papers per exam, and the
grading itself takes two minutes. Even if the statis-
tic reveals errors in the question database, these are
corrected instantly and then all current exams are
re-evaluated automatically. So the time complexity
of correcting the exam is O(n), where n is the num-
ber of exam questions. If you reuse exam questions
after some time, the complexity even goes down to
O(1). If you compare that to a manually corrected
essay exam, the time complexity is O(n·S), where S

is the number of students. Taking into account that
thinking up questions is more fun than correcting
exams (at least to us), automatically graded exams
soon outperform manually graded exams.

We also would not switch back to the classi-
cal multiple-choice exams. We did, however, con-
vert the old multiple-select questions into a set of
true/false choices if the topic lends itself to this type
of question (e.g., which pins of a microcontroller can
be used by the timer module, with a selection of pins
to choose from). All choices are scored individually,
though.

If asked what makes our exams with true/false
questions better than multiple-choice exams, we
would first mention the individual scoring. Of
course, this brings the problem of penalties for er-
rors, which we try to soften by telling students what
to expect (and not expect) from the exams, by
spreading information to increase the acceptance of
the scoring scheme, and by discouraging students to
guess in order to reduce the variance of their score,
but still we feel that the advantages prevail.

In the context of guessing, there might be merit
in the idea of confidence levels, see for example
[4, 6], where students are allowed to indicate their
confidence in answering a multiple-choice question
(prior to seeing the answers in the case of Davies
[4]). The idea is simply that the more confidence a
student has in his or her ability to answer a ques-
tion, the higher is the score for a correct answer
and the penalty for a wrong answer. This could be
used in our exams as well to allow students who are
less sure to answer questions without giving them
the odor of gamblers. The addition of a confidence
level does not change the system for students who

are sure, but allows honest students who are less
sure to still answer with less penalty in case they
are wrong. Similarly, it does not change the system
for dishonest students. Although this may encour-
age some students to gamble for lower stakes, we
also do not see too much of an ethical problem here
since students admit that they are not too sure and
accept a lesser reward in case they do happen to
be right. Davies reported good student satisfaction
with this system. However, note that such a sys-
tem adds a second orthogonal examination to each
question that is based on the ability of a student to
judge his/her knowledge. A student that has suf-
ficient knowledge on the examination subject may
therefore fail because he or she was unable to cor-
rectly estimate the confidence levels.

A second point in our favor is that we really take
the exams seriously, and we care a lot about fair-
ness. This means we invest a lot of time into cre-
ating new questions, they are checked by colleagues
and debated until we are satisfied with the phrasing.
During the exams, we encourage students to ask if
they have problems understanding questions, so we
can clarify potential ambiguities and also identify
ambiguous questions during the exam. After the ex-
ams, we extract our statistic which again points out
remaining problematic questions. Of course, most
of these efforts are only necessary for new questions,
once a question has been used and passed all these
checkpoints, it can be flagged as okay. But still, we
run the statistic after every exam to identify prob-
lems the students may have with understanding the
material.

As a final remark, we have to mention that stu-
dents still do not like these type of limited-response
exams and obviously would prefer free-answer or
oral exams, yet on the whole grant us that our ex-
ams are fair and acceptable.

5 Conclusion

Although automatically graded exams, be they
multiple-choice or true/false questions, are contro-
versial, we believe that their usefulness outweighs
their drawbacks. However, exam questions must be
formulated with care. While the question database
is being built up, an exam statistic is vital to find-
ing problematic questions. Later, the statistic can
be used to determine whether students have under-
stood the material.

We have tried out both multiple-select exams
with no penalties for wrong answers and individ-
ually scored true/false questions, and came to the
conclusion that exams with true/false questions are
better than multiple-select exams, from the point
of view of both the instructors and the students.
True/false questions are easier to generate, and are
better understood by the students.
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