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Abstract 

This paper describes the design of an eUART (en-
hanced Universal Asynchronous Receiver and Trans-
mitter) that has been designed as an extension module 
for the SPEAR processor in order to interact with a 
TTP/A (Time-Triggered Protocol Class A) or LIN (Lo-
cal Interconnect Network) network. The eUART is able 
to automatically synchronize its baud rate using a 
synchronization pattern from the message sender. 
Furthermore, to enhance the robustness of the commu-
nication, the eUART module is equipped with a filter 
state-machine and provides 16fold oversampling. The 
interpretation of the samples can be configured in 
order to optimize towards fault detection or availabil-
ity. The paper describes the capabilities and limits of 
this approach and shows the advantages of the eUART 
when used for real-time communication. 

 

1. Introduction 

Technical advantages made by the silicon industry 
make it economically attractive to build even low-cost 
systems with a distributed microcontroller-based con-
trol system. In order to get the information from the 
environment, several sensors/actuators are connected 
over a field bus network. Due to the fact that such 
field-bus based systems are used for controlling pur-
pose, in many cases real-time features are demanded.  

TTP/A[1] and LIN[2] are two field-bus protocols 
that fulfill the requirements mentioned above. Both 
protocols aim at the implementation of predictable 
communication on the one hand and at the reduction of 
costs by using commercial-off-the-self (COTS) hard-
ware like standard UARTs on the other hand. To re-
duce size and cost of a network node it is desirable to 
integrate all components on a single silicon die. 

Since quartz crystals cannot yet be integrated on 
silicon dies, the clock source must either be placed 
beside the die, increasing size and price, or an impre-
cise RC-oscillator must be used. The disadvantage of 
an RC-oscillator is that it shows, depending on its tem-
perature and the supply voltage, a rated frequency up to 

±50% with a frequency-drift of ±10% per second. The 
low clock frequency limits the adjustability of the 
transfer rate of the UART leading to an arithmetic 
error. Another problem results from the high frequency 
drift of the RC-oscillator since this directly affects the 
baud rate of the UART. In fact, an analysis of the im-
pact of an imprecise oscillator on a TDMA-based net-
work showed that standard components are unable to 
work under these conditions[3]. According to the re-
sults of this analysis a prototype of a UART, called 
eUART (“e” stands for enhanced) has been developed 
[4]. By reducing the arithmetic error in baud rate set-
ting and eliminating the send jitter, the eUART is able 
to operate even under worst-case assumption.  

First experiences have shown that some improve-
ments were required, especially to be more suitable for 
time-triggered protocols. The synchronization process 
has been revised so that it recognizes a synchronization 
pattern from a stream of messages and adjusts the baud 
rate respectively.  

Another weak point of the eUART was the receive 
mechanism: the first version performed only one sam-
ple point per bit cell. To be more robust against inter-
ferences, the need of an oversampling mechanism 
arose. In case of an oversampling error, an additional 
mechanism allows to conclude if the error is caused by 
a disturbance on the communication channel or due to 
the fact that the node has lost synchronization. 

The remainder of the paper is organized as follows: 
Section 2 gives the current state of our work. The syn-
chronization condition and the fault hypothesis, which 
are the theoretical background of our eUART, are 
discussed in section 3.  The paper ends with a conclu-
sion. 

2. First Prototype 

Protocols such as TTP/A and LIN that are intended 
to be supported by our eUART use a time triggered 
communication schedule to achieve a predictable tim-
ing behavior. For these purpose issues of clock drift, 
baud rate deviations, send jitter, and the problems with 
imprecise oscillators had to be considered and quanti-
fied. In time triggered protocols with a TDMA arbitra-



tion scheme the transmission and reception of mes-
sages (frames) has to occur within specified temporal 
boundaries referred to as time slots. For a correct 
transmission two conditions have to be fulfilled: 

 
(1) Inter-Slot Condition: The UART frame must not 

exceed the boundaries of its assigned time slot.  
 
(2) Intra-Slot Condition: The baud rate difference 

between transmitter and receiver must be low 
enough, so that transmitted messages can be de-
coded correctly by the receiver. 

 
The first prototype of the eUART was optimized ac-

cording to these conditions. Figure 1 shows the result-
ing devices. 

Figure 1. Block Diagram of the eUART ex-
tension module 

The communication conditions are specified in [4], 
the eUART is depicted in [3].  

 

3.  Improvements 

3.1. Synchronization Algorithm  
Both protocols, TTP/A and LIN, transmit a syn-

chronization pattern at the begin of a new communica-
tion round. This synchronization pattern consists of a 
sequence of zeros and ones, thus appearing as a regular 
pattern on the bus that cannot be reproduced by general 
data traffic due to data encoding constraints. The pat-
tern is used for two purposes: First, a new node uses 
this pattern to integrate itself in a running network. 
Second, already synchronized slave nodes resynchro-
nize their time base and respectively their baud rate 
with the reception of this message. The main difference 
between these two cases is that a new node does not 
have knowledge about the baud rate and the instant, 
when the synchronization pattern will be sent. So the 
only way to detect the synchronization pattern is to 

listen at the communication channel and to analyze the 
time elapsed between transitions. In the case of the 
synchronization pattern, all transitions are equidistant. 
Hence, if eight equidistant transitions were detected 
then a valid synchronization pattern was received1. If 
only one transition fails the equidistance condition, 
then the algorithm has to be restarted. It is clear that in 
a real system with imprecise oscillators the measure-
ment of identical bit cells at different points in time can 
apparently yield to different results. Therefore, the 
algorithm has to consider a tolerance concerning the 
duration of a transmitted bit. 

Further, “aliasing” has to be taken into account: a 
sequence of messages which contain only two transi-
tions can look like a synchronization pattern transmit-
ted with much more lower baud rate than the actual 
baud rate of the network. Due to the fact that the syn-
chronization algorithm has no a priori knowledge con-
cerning baud rate, this would result in a synchroniza-
tion error.  

The tolerance that has to be implemented in the al-
gorithm has to be chosen a follows:  

 
Tol bit cell duration< Tol algorithm< Tol aliasing 

 
where the bit cell duration tolerance is given by the 
drift of the receiver and the aliasing tolerance is given 
by the communication protocol.  

The lower boundary is derived as follows. As men-
tioned in the introduction, the clock signal of the re-
ceiver is subject to a drift rate ρ. Let us assume that the 
reference signal does not have any drift. 

Let us further assume that a correct synchronization 
pattern is transmitted. What happens at the receiver 
side: the duration between the first two transitions is 
measured with a clock signal at the time t0. The dura-
tion between the last two transitions is measured with 
the clock signal at the time t1. Due to the drift of the 
receiver’s clock, the duration of a clock cycle may 
change in between introducing a measurement error2:  

 
where n is the number of bit cells of the synchroniza-
tion pattern. By using conventional parameters like 
n=8, fclk= 1 MHz, ρ = 10 % and baud rate = 20000, the 
resulting deviation is less than 0,01 %. This deviation 
is neglectable, but it can cause a difference of one 
clock tick between the duration of the last two transi-

                                                           
1 Different parity check setting between normal messages and the 

synchronisation message guarantees that only  the synchronisation 
pattern can produce eight transition in a single time slot. 

2 Strictly speaking, even the drift during the transmission of a single 
bit cell has to be considered. But the resulting ulterior deviation is 
so small that it can be neglected. 

Baudrate
ndeviation ⋅ρ=



tions in comparison to the duration between the first 
two. In this case the resulting deviation is  

where n is the number of clock cycles per bit, formally: 

 
In order to define the upper boundary of the toler-

ance we assume a worst-case scenario in which the 
eUART is erroneously synchronizing on a “malicious” 
bit pattern over multiple time slots. Since the algorithm 
parses a synchronization pattern only by means of 
equidistant transitions, continuous sequences of arriv-
ing zeros and ones would lead to the calculation of a 
wrong baud rate.  

Depending on the duration of a time slot we have to 
consider two conditions in order to prevent a wrong 
synchronization: the symmetric and the asymmetric 
time slot conditions. 

In a symmetric time slot, where the message length 
is an even number of bits, the case in which half of the 
time slot is made up of a sequence of zeroes whereas 
the other half are ones, has to be eliminated. This can 
be achieved by choosing the parity check as follows:  

 
 
 
 
As we can see in Figure 2, it is impossible for the 

eUART to synchronize on a “malicious” sequence of 
12 bit patterns since the small duration of the parity bit 
leads the synchronization algorithm to break up, start-
ing all over again. 

Figure 2. Symmetric time slot condition 

In asymmetric time slots, where the message length 
n=2k+1 is an odd number, we have to prevent the case 
that sequences of k zeros and k+1 ones (or vice versa) 
are interpreted as a synchronization pattern by setting a 
tolerance upper limit as follows: 

The first prototype of the eUART implemented a 
rather simple synchronization algorithm: the synchro-
nization command had to be set just before the syn-

chronization pattern is transmitted by the master node. 
The new synchronization mechanism applies the syn-
chronization algorithm described in this section. 
Hence, the synchronization command can be activated 
any time, and the eUART is able to extract the syn-
chronization pattern from all messages transmitted over 
the bus. In order to map the synchronization algorithm 
to hardware we have to fix the tolerance values:  

According to the previous calculation the lower 
boundary was set to 4 %. The upper boundary is de-
fined by the length of a time slot. In case of TTP/A a 
time slot has a duration of 13 bit cells; therefore, a 
“critical” message can comprise either 6 ones and 7 
zeros or 7 zeros and 6 ones. This results in an upper 
boundary of (7/6 –1) = 16,6%. We have chosen a toler-
ance of 6,25% for the synchronization algorithm, be-
cause it is easy to implement in hardware:  

 

3.2. Robustness 
Experiences with real hardware have shown that one 

sample per bit cell is not accurate enough. A higher 
reliability in receiving data is demanded. For this pur-
pose an oversampling mechanism that scans each re-
ceived bit cell 16 times has been inserted in the re-
ceiver unit. In this section we briefly describe the as-
sumptions we made concerning the types and number 
of faults that our eUART is expected to tolerate. This 
fault hypothesis divides the fault space into two dis-
joint partitions: the partition of the covered and those 
of the uncovered faults. Moreover, we regard faults on 
bit cell level and faults on UART-frame level: 

 
Covered faults: 
• Short interferences: Disturbances on the bus that do 

not last longer than 2 clock ticks are filtered by a 
digital filter situated in the bus driver unit [4]. 

• Noise: Disturbances on the bus that cannot be pre-
processed by the mentioned filter are submitted to 
the configurable 16fold oversampling mechanism 
that evaluates the samples. All interferences of a du-
ration shorter than ½ bit cell can be detected and cor-
rected by the oversampling mechanism. Interferences 
of a longer duration are not guaranteed to be detected 
by the oversampling mechanism, but are detected by 
the parity check, if the disturbance affects an odd 
number of bits within one UART frame. 

• The oversampling mechanism can be adjusted to 
provide either maximum availability of the commu-
nication (thus a sampling is considered correct if 
there is a majority of high or low samples) or to pro-
vide maximum robustness (thus a sampling must 
have a configurable significantly higher number of 
high or low samples) 
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Uncovered faults: 
• Physical channel breakdown: The eUART is set in 

the impossibility to work. 
• Crash of the master node: As long as the eUART 

is in synchronization mode it will try to detect the 
synchronization pattern in order to fulfil its func-
tion. 

• Burst errors that affect more than half of the bit 
samples: In this case, a bit is interpreted incor-
rectly. If the number of incorrectly interpreted bits 
per frame is an even number, the parity check will 
not detect this error at frame level either. 

The oversampling mechanism provides also the re-
sult from the last sampling for diagnostic purposes, 
thus it is possible to distinguish the case of a timing 
failure from a noisy channel (see Figure 3). 
 

Figure 3. Evaluation of the sampling ticks 
for one bit cell 

4. Conclusion and Outlook 

In this paper we have described and analyzed a 
modified UART to be used in a TTP/A, a LIN or simi-
lar low-cost automotive networks. We have presented 
the improvements made on an existing prototype of the 
eUART. The introduction of a configurable oversam-
pling mechanism in the design offers the possibility of 
a user definable robustness factor for the expected 
quality of the communication channel. Moreover, the 
user is set in the position to analyze and interpret re-
ceived sample patterns that lead to an error. Our theo-
retical approaches have taken shape through the im-
plementation of a more flexible synchronization algo-
rithm thus relieving the user. The next step will be to 
integrate the eUART with existing software, for exam-
ple a TTP/A implementation. Furthermore, we are 
planning to verify our theoretical approaches by meas-
urements using the synthesized design of the eUART.  
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