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ABSTRACT
In control systems the jitter is a major problem since in
a time-varying system the theoretical results for anal-
ysis and design of time-invariant systems cannot be
used directly. Reducing the jitter increases the stabil-
ity of the closed control-loop thus leading to enhanced
reliability.

This paper presents a general model that can be
applied to bus topologies as well as to star topolo-
gies. Based on this model an algorithm is presented
that allows to improve the precision of a set of dis-
tributed clocks by measuring the propagation delay of
the communication lines and compensating the jitter
introduced by the propagation delay.

Some fault-tolerant architectures already provide
means for coping with propagation delays but require
manually entering the values in a configuration-tool.
With this algorithm the system supports this error-
prone task by providing validity checks for the entered
values or measuring these values automatically thus
rendering this maintenance step obsolete.
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1 Introduction

In a distributed fault-tolerant application, a scenario
that has to be considered is the physical destruction of
a limited part of space, e. g., due to a fire on board of
an aeroplane. In order to reduce the risk of a correlated
malfunction and reach a failure probability on the or-
der of 10−9 as required for ultra-dependable systems
(see [1, p. 5]) safety-critical components should be spa-
tially separated although this approach will increase
the total length of cable. Even for non-safety-critical
systems like the in-flight-entertainment system, where
each seat requires a connection to the server, signals
have to cover significant distances of cabling (see [2]).
Substantial propagation delays must be considered for
remote-controlled power plants or railroads, in satel-
lite communication, or in submarine communication

which often utilizes modulated sound instead of elec-
tromagnetic waves.

A short calculation reveals that 200 m of cable in-
troduce a propagation delay of about 1 µs whereas the
propagation delay of sound for the same distance in
water is about five orders of magnitude above. Fur-
ther, the propagation delay introduced by network
equipment (e. g., switches) can be estimated with sev-
eral microseconds. If not corrected, the propagation
delay has to be considered as jitter in the real-time
application, thus degrading precision in an ensemble
of distributed clocks as described in [3] or stability
in control applications since in a time-varying system
the theoretical results for analysis and design of time-
invariant systems cannot be used directly (see [4]).

Another issue is that often the geometric dimen-
sions of the cabling are not known in advance or are
subject to change during the development process.
Thus, these correction terms introduce a source of er-
ror. Each parameter in a tool that has to be adjusted
manually is a potential source of problems. A robust
and easy configurable architecture should determine as
much parameters as possible automatically and pro-
vide validity checks whenever possible. This reduces
the mental complexity for the system designer and low-
ers development and maintenance costs since problems
can be detected earlier.

According to [5] time-triggered architectures are
ideally suited for the periodic operation in distributed
fault-tolerant control systems. The implementation
of safety critical systems like X-by-wire probably will
fail without the framework of time-triggered architec-
tures. To the best of our knowledge none of the time-
triggered architectures that are available today allow
the correction of the propagation delay as proposed in
this paper.

Since the algorithm for measuring the propaga-
tion delay and reconstructing a model for the com-
munication subsystem can be subdivided into several
steps whereas the execution time of each step can be
bounded, this algorithm can be executed periodically
and the traffic can be interleaved with real-time com-
munication. Thus the execution of this algorithm does
not influence the real-time communication.



Based on the assumption that on a correct chan-
nel the variation of the propagation delay in a running
system (e. g., due to variation in temperature) can be
neglected, this algorithm could be used in safety crit-
ical applications during the startup or during main-
tenance, when the system is in a safe state, in order
to perform a last check of the calibration values that
have been entered manually. In uncritical applications
maintenance costs can be cut down since the system is
able to determine the necessary parameters automat-
ically.

The remainder of this paper is structured as fol-
lows: Section 2 describes the communication model
that is flexible enough to cover bus topologies as well
as star topologies and is used as the basis for the algo-
rithm presented in section 3 which is used for precise
measuring of the propagation delay. In section 4 a sim-
plified communication model is described that can be
reconstructed based on the measurement values. Sec-
tion 5 presents an efficient algorithm for compensating
the propagation delay that requires just one calibra-
tion value per node for a star topology and is flexible
enough to cover all communication systems that are
possible in the chosen communication model. Section 6
introduces aspects of fault-tolerance and section 7 dis-
cusses some details of this algorithm whereas section 8
concludes this paper.

2 Communication Model

In this paper a communication model based on the
10 Base-5 ethernet standard (“thick ethernet”, see [6,
chp. 8]) is assumed. Since a distributed fault-tolerant
clock consists of at least three clocks, a degenerated
network consisting of a point-to-point link between two
nodes is not considered in this paper.

As depicted in figure 1, a set of at least three
nodes communicates with broadcast messages, i. e.,
each message that is sent by a correct node is received
by each other correct node after an individual propa-
gation delay. For this propagation delay an a priori
known upper bound δmax is given.
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Figure 1. Model for the Propagation Delay

The main line is a cable with a terminator T at
both ends for preventing reflections of the signal. A
set of nodes N (whereas n is the number of nodes)

is connected with branch lines to the main line. The
propagation delay is independent from the direction of
propagation of the signal on the medium.

A signal generated by a node propagates along
its branch line, splitting up at the intersection point
of this branch line with the main line and propagates
along the main line towards both terminators. At each
intersection point with another branch line it splits
up again and is received by the node terminating this
branch line.

We assume that a communication according to a
collision-free media access strategy (e. g., TDMA) has
been established already. Thus, the problem of colli-
sions when two or more nodes send a frame approx-
imately at the same instant will not be considered.
Based on the a priori knowledge that the end-to-end
delay between two arbitrary nodes is bound by δmax

the nodes are already synchronized and a global view
of time has been established (see [7] for an example of
how to reach synchronicity), but without compensa-
tion of the propagation delay the precision of the set
of clocks is poor.

Without loss of generality we call one arbitrary
end of the main line the begin and the other one the
end. All positions of interest (i. e., begin and end as
well as the intersections with the branch lines to the
nodes) are labelled with ascending numbers. We refer
to the propagation delay from the begin to position k
of the main line with φ0,k. This could be imagined
as sending a short impulse from the terminator at the
beginning and measuring the propagation delay to this
position.

The propagation delay on the main line between
the intersection with the branch line of node i and
node j can be calculated as

φi,j = φj,i = |φ0,i − φ0,j |.

We refer to the propagation delay introduced by
the branch line from node i to the intersection point
with the main line with δi. Thus, the propagation
delay between Node i and Node j can be calculated as

δi,j = δj,i = δi + φi,j + δj

and – based on the assumption stated above – is
bounded with δmax (i. e., δmax ≥ δi,j ∀i, j ∈ N).

This general model also covers two well-known
topologies that are widely used: The bus topology and
the star topology (in the latter the propagation delay
introduced by the main line is zero).

The point in time in the TDMA schedule intended
for the begin of the transmission of a message m by
node i is denoted with tmi while tmsnd,i is used for the
actual begin of transmission. With tmrcv,i,j we denote
the instant where node j starts receiving the message
that has been sent by node i.



3 Measuring Delays

In a communication system as described in the previ-
ous section, that consists of three nodes, the portions
of the main line can be assigned to the branch lines
thus having an equivalent model in star topology, i. e.,
without main line (see figure 2). We call the intersec-
tion of the three communication lines of the nodes r,
a, and o the center Cr,a,o of the star and the delay
from node a to this center δr,a,o

a .
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Figure 2. Measuring Delays with three Nodes

The measurement of the propagation delay is
based on a calibration request creq of a priori known
length that is sent by a requesting node r to an an-
swering node a in the system. After an a priori known
delay δwait,a (for receiving and parsing the packet)
node a sends the calibration answer cans. The ob-
serving node remains passive (i. e., receives only) and
calculates the delay δr,a,o

a .
The measurement can be broken down to the fol-

lowing steps:

1. Node r sends a small packet with the calibration
request creq to the network at the instant tcreq

snd,r.

2. The packet creq arrives at node a at the instant
tcreq
rcv,r,a = tcreq

snd,r + δr,a,o
r + δr,a,o

a while it arrives on
node o at the instant tcreq

rcv,r,o = tcreq
snd,r + δr,a,o

r +
δr,a,o
o .

3. After an a priori known delay δwait,a node a sends
the calibration answer cans at the instant tcans

snd,a =
tcreq
rcv,r,a + δwait,a.

4. The packet cans arrives at node r at the instant
tcans
rcv,a,r = tcans

snd,a + δr,a,o
a + δr,a,o

r while it arrives on
node o at the instant tcans

rcv,a,o = tcans
snd,a + δr,a,o

a +
δr,a,o
o .

5. Node o can calculate δr,a,o
a since tcans

rcv,a,o−tcreq
rcv,r,o =

δwait,a + 2 · δr,a,o
a .

Although δr,a,o
a is already known at node o and

thus node r could calculate δr,a,o
r as

tcans
rcv,a,r − tcreq

snd,r = δwait,a + 2 · (δr,a,o
r + δr,a,o

a )

this is inadvisable due to measurement errors that
could possibly sum up. Further, most of the consider-
ations discussed in section 7 would become invalid and
additional – possibly unknown – parameters would be-
come relevant in this case.

After the first round the nodes change their roles
(node a becomes node r′, node r becomes node o′,
and node o becomes node a′) and the calibration an-
swer cans is taken as calibration request creq′ for
the second round, thus allowing node o′ (the former
node r) to calculate δr′,a′,o′

a′ = δr,a,o
o . Finally, the

nodes change their roles again and the calibration an-
swer cans′ of round two is taken as calibration re-
quest creq′′ for the third round, which allows node o′′

(the former node a) to calculate δr′′,a′′,o′′

a′′ = δr,a,o
r .

Distribution of the measured delay can be performed
as payload of the respective calibration answer since
the observing node becomes the answering node in the
next round.

With the algorithm outlined above δr,a,o
r , δr,a,o

a ,
and δr,a,o

o can be measured by sending four packets to
the communication medium. A fifth packet is required
for communicating the last result to the other nodes.

For the quality of this measurement the param-
eter δwait,a is crucial since it directly influences the
calculation for the propagation delay. Besides from
comparing the calculated propagation delay with the
a priori known value δmax or checking the measured
values by a human operator, transient problems in the
answering node that cause a deviation from δwait,a can
be detected with a given probability by repeated mea-
surements. This aspect is further considered in sec-
tion 6.

This algorithm is not limited to the model of
nodes connected with branch lines to a common main
line (see previous section) or in star topology but can
be generalized to other network topologies as long as
the prerequisites presented in section 2 are not vio-
lated.

4 Reconstruction of a Simplified
Model

Due to the limitation that only the propagation de-
lay from one node to a particular reference point (the
center Ca,b,c of the star established by three arbitrary
nodes a, b, and c of the cluster) can be measured, it is
not possible to reconstruct the full model as described
in section 2 unambiguously. Thus, we use the mea-
sured delays to reconstruct a simplified model. The
set of simplified models is a subset of the set of full
models.

In fact the network in figure 3 is equivalent to the
network in figure 1 if δ′1 = δ1 + φ1,2, δ′2 = δ2, δ′n−1 =
δn−1, and δ′n = δn + φn−1,n. Further the terminators
do not participate in the communication and thus have
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Figure 3. Simplified Model for the Network in Figure 1

been removed from the model.
In order to reduce ambiguity we mandate that the

simplified model of a cluster consisting of three nodes
is in star topology whereas in a cluster with more than
three nodes the first two nodes and the last two nodes
share the same intersection with the main line, i. e.,
φ1,2 = φn−1,n = 0.

The simplified model is generated as follows
(without loss of generality the nodes are numbered
from 1 to n in an arbitrary order):

1. The nodes 1, 2, and n of the set of nodes are used
to reconstruct a model for these three nodes in
star topology with C1,2,n as center as described
in the previous section.

2. If another node is left (i. e., node n is not equal to
node 3) node n − 1 is integrated to the model by
measuring the star with the nodes 1, 2, n − 1 and
the star 1, n − 1, n. If necessary we rearrange the
numbering of the nodes in the model to ensure
that node 1 and 2 are at the beginning (or end)
and node n−1 and n are at the end (or beginning).

3. Each remaining node i is integrated by measuring
the star 1, i, n and the star 2, i, n−1. If necessary
we rearrange the numbering of the nodes in the
model to ensure that node 1 and 2 are at the be-
ginning (or end) and node n− 1 and n are at the
end (or beginning).

This allows calculation of a valid simplified model
as well as adapting the model if further nodes have to
be integrated later.

5 Compensation of Propagation Delay

Based on the simplified communication model as de-
scribed above, this approach allows compensation of
the propagation delay on the communication lines.
Each node i in the cluster requires to know the fol-
lowing parameters:

δi and φi,j ∀j ∈ N\{i}.

Each sending node i compensates the delay of
message m introduced due to the branch line of node i
by sending it δi before the intended point in time tmi .

Thus, message m arrives at the intersection of its
branch line with the main line exactly at tmi . Each
receiving node j corrects the timestamp for the per-
ception of the message tmrcv,i,j by subtracting φj,i + δj

from this timestamp. This compensates the propaga-
tion delay introduced by the main line and the branch
line of the receiving node (cf. figure 4).
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Figure 4. Compensation of Propagation Delay for mes-
sage m

For star topologies, where the term φi,j equals to
zero for all pairs of nodes i, j it is sufficient for each
node i to know the propagation delay δi only. This is
a highly scalable approach since the number of correc-
tion values per node does not depend on the number of
nodes in the cluster. Furthermore, the measurement
round as described in section 3 can be extended from
three nodes to n nodes and the communication effort
can be reduced to n + 1 messages per communication
channel plus an extra message for communicating the
last result.

For masking certain types of faults a central con-
trol device can be placed at the center of a network in
star topology. The design of this device is simplified
also, since all frames arrive at the intended instant and
thus no correction terms are required in this device.

6 Fault-Tolerance Aspects

According to [8] a failure occurs when the delivered
service deviates from the expected or specified service.
An error is the occurrence in the system that leads to
the failure and a fault is the cause of the error.

In order to apply fault-tolerance to the measure-
ment algorithm discussed in section 3, we have to dis-
tinct between faults in the requesting node, answering
node, or observing node.

Faults in the requesting node r are easy to detect
since the particular instant of sending the request does
not influence the result and the other nodes can detect
if no correct request is sent at all. In a star topology a
fault in the observing node o can be masked by having
at least three observing nodes connected to the center
of the same star and use voting.

While it is trivial to deal with faults in the re-
questing node or observing node, a fault in the answer-
ing node a (i. e., the answering node responds after a



delay that differs from δwait,a) cannot be detected if
the overall delay is below δmax. Since this fault influ-
ences the communication line to the faulty node only
there is no impact on correct nodes.

Based on the assumptions on occurrence of tran-
sient faults repeated measurements and comparing the
results allow to increase the possibility for detection to
any desired level.

Other types of faults can be tolerated by using an
architecture that provides the required degree of ser-
vice even in the presence of the faulty nodes according
to the desired fault-hypothesis (see [9]).

7 Discussion

In distributed control systems two parameters have
major influence on the performance of the closed con-
trol loop: the latency and the jitter. Depending on
the application, the latency can be compensated by
applying state estimation algorithms in order to gain
a similar performance as for a locally controlled device
(see [10] for an example).

The jitter is a major problem since in a time-
varying system the theoretical results for analysis and
design of time-invariant systems cannot be used di-
rectly. Reducing the jitter is correlated with improving
the performance and stability in a distributed control
application. In [11] and [12] the negative effects that
jitter can introduce in a control-loop are demonstrated
as well as the importance of compensation.

The presented application of measuring the prop-
agation delay of a cable for reaching higher precision
in a set of distributed clocks requires an accuracy in
the submicrosecond range. Although the algorithm
for measuring the round-trip time as proposed in [13]
might look similar to the algorithm presented in sec-
tion 3 there are differences in details that allow to in-
crease the accuracy of the measurement by elimination
of possibly unknown parameters that could influence
the result:

Neither δr,a,o
r (plus any additional delays in the

sending path of node r) nor δr,a,o
o (plus any addi-

tional delays in the receiving path of node o) influence
the measurement of δr,a,o

a as long as all delays remain
constant. Since both packets, packet creq as well as
packet cans, have been timestamped by the local clock
of node o the current precision of the ensemble of clocks
does not influence the quality of this measurement.

For even better results or fault detection sev-
eral independent observing nodes could be attached
to Cr,a,o and the results further processed. Averag-
ing allows improving the accuracy and voting allows
fault-tolerance in the set of observing nodes.

8 Conclusion

This paper demonstrates how the propagation delay
in a cluster of nodes can be measured. The proposed
measurement method eliminates several undesired pa-
rameters by design of the measurement algorithm –
thus allowing a better accuracy.

By using the measurement values a communica-
tion model of the system is reconstructed and the prop-
agation delay of the communication channel compen-
sated, thus, eliminating the delay that has to be con-
sidered as jitter if unknown. This allows e. g., a dis-
tributed clock with better precision or a control loop
that is more stable thus improving the reliability of
the whole system.
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