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Abstract—Conventional reliability testing of microelectronic
power devices requires dedicated test systems. In order to test
a statistically meaningful set of devices, only simplified stress
pattern generation through a centralized controller is performed
due to cost restrictions. Knowledge about device performance
and failure time is commonly obtained by periodically removing
the device from the test setup and performing a measurement
on a different test hardware.

In this paper, we propose a distributed power semiconductor
stress test and measurement architecture to overcome limitations
of existing test systems. We show that a local smart controller
close to the tested device reduces the centralized system com-
plexity by dividing the reliability testing problem into smaller
tasks.
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I. INTRODUCTION

Increasing system integration and miniaturization of power
semiconductors lead to high electrical, thermal and mechanical
stress during operation. As a result, the structure of the power
transistor degrades over lifetime and its performance suffers.
Therefore, stress testing of power devices prior to production
release is required by customers and reliability standards
(AEC Q100-012 [1]).

Reliability testing such as HTOL (high temperature operating
life) or repetitive short circuit require several devices to be
tested in order to obtain relevant results for statistical lifetime
estimations. Conventional automated test equipment (ATE) is
able to apply test patterns to the devices under test (DUT),
but usually only a small number of devices can be tested
simultaneously. Using a dedicated ATE for each single device
is far too expensive. ATE systems are not cheap, thus climate
chambers or racks are equipped with sockets to hold several
DUTs [2]. Limited interface bandwidth allows basic control of
the devices, typically without feedback. This poses a problem
when we want to know about the actual performance of the
devices or their time of failure.

We propose a paradigm shift towards a distributed power
semiconductor stress test and measurement architecture which
overcomes the limitations of existing test systems by employing
smart controllers close to the DUT, bias, load and protection
modules. The smart controller can interact locally with the DUT
using an arbitrary number of parallel signals and dedicated
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Figure 1. Modular Power Stress test —a controller located next to the DUT
promises extended control and diagnosis in contrast to a centralized design

interfaces while the communication channel through the outside
storage can be kept physically small through a shared serial
data bus (see Figure 1).

The purpose of this paper is to motivate the design decision
towards a distributed architecture of smart controllers and to
propose and discuss a system architecture for such a modular
stress test system. The paper is organized in the following
sections: first, we present the main motivation for the paradigm
shift in section II. Then we discuss the state-of-the-art on
smart controller architectures and existing reliability testing
equipment in section III. In section IV we describe the proposed
system architecture for a modular stress test system. The
description and results of a prototype implementation can be
found in section V. The paper concludes with a summary in
section VL.

II. MOTIVATION

A shift towards a distributed architecture with smart con-
trollers is expected to increase modularity, enable local, more
fine-grained control and diagnosis of DUTs and to relax the
global network communication requirements:

The particular advantages of increased modularity are:

o Enable DUT-specific tests and measurements
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o Provide different load conditions for each DUT
« Reduce development time and cost, since tests can be
added gradually to the system

Local, more fine-grained control and diagnosis of DUTs allows:

« to minimize number of global connections, since all local
connections to the DUT are made via the smart controller

« to increase the number of local signals, since this is only
limited by the smart controller implementation, not by the
general network architecture

« to improve the real-time behavior and the data rate for
DUT control and measurement

« to optimize analog signal quality due to short distances
for analog lines

Furthermore, in a distributed architecture of smart controllers,
the network communication requirements are relaxed:

o possibility to pre-analyze, reduce, and compress data
locally

o removal of real-time load from host

« local storage of data until the network channel is available

Finally, we expect an overall cost reduction since the relaxed
communication requirements can be fulfilled by a low cost
communication system like standard CAN.

III. RELATED & PREVIOUS WORK

The availability of small, compact, and affordable micro
controllers has advanced the development of smart transduc-
ers [3].

These incorporate sensors or actuators, so the main concept at
this stage still relies on measuring or actuating purposes which
still require a real-time connection to a, possible centralized,
controller. Therefore, many architectures emphasize the real-
time capabilities of the communication system [4]. With
increasing capabilities of a node, the smart devices become
smart controllers being able to locally control a system part
autonomously. An overview for control and management
methods of such smart devices is given in [5].

In the past years, effort has been put into designing universal
test equipment. As an example, the test system [6] is able to
test the short circuit performance of protected smart power
switches according to the AEC Q100-012 standard. The system
features individual DUT control, integrated diagnosis, shutdown
of failed devices and limited in-situ parameter measurement
capabilities. The system [7], [8] allows emulating repetitive
switching of inductive loads through a controlled current source,
including failure detection, automatic shutdown and continuous
voltage / current monitoring.

In these systems, multiple DUTs are subjected to stress
test patterns under automotive environment conditions. Device
status as well as parametric data are stored for further evaluation.
However, both system concepts rely on a single central control
instance, so a tremendous amount of hard-wired signal lines
is required. In addition, these two systems are dedicated to a
special test purpose and limited in additional capabilities.

In [2], a description of an HTOL reliability infrastructure
for testing bipolar transistors is given. A small number of
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Figure 2. Device Sub-System —the Smart Controller Node steers Driver, Guard
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devices are tested on multiple systems. In-situ measurement
configuration allows recording of several characteristics without
removal of the DUTs from the test system. No details are given
about the software architecture.

A modular, but still easily configurable test system has
been described in [9], [10]. The test system and the test plan
are described via XML configuration files. Upon loading the
test definition, it is verified against the present hardware and
modules and connections are configured through a hardware
multiplexer according to the desired test setup. Such an
approach simplifies the user interaction and errors due to
erroneous user input are avoided. However, this system is
only able to test one device at a time.

Therefore, a test system architecture is required that is
not only able to stress a reasonable amount of devices
simultaneously, but is also flexible so that different device
types can be appropriately tested.

IV. MODULAR TEST SYSTEM ARCHITECTURE

We introduce a novel concept for power reliability testing: the
modular test system architecture consists of three main parts as
shown in Figure 1. A variable number of smart controller nodes
are located close to the DUTs. The nodes are connected via a
global communication interface. One bus participant, namely
the host, acts as a graphic user interface (GUI) for loading test
definitions and displaying device status information.

In subsection IV-A, the controller responsible for testing a
single DUT is described. The communication interface and
the central host software are described in subsection IV-B and
subsection IV-C respectively.

A. Controller node

The smart controller node is the main component for testing
the DUT. It is placed as the central instance of a so-called
device sub-system (Figure 2) which also contains a driver and
a guard module.

The driver provides application specific physical or emulated
load conditions, whereas the guard ensures safe operation of
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the sub-system and may shutdown the DUT if it fails. The
smart controller node communicates with the driver and guard
modules via a local SPI (serial peripheral interface) bus in
order to transfer parametric configuration and measurement
data. The idea behind the modular approach is that driver
and guard may be selected appropriately for the tested device
and stress definitions while parts of the system such as the
controller may be re-used for different device types.

The node provides an interface to apply test patterns to
the DUT via serial and parallel signals. In addition, physical
quantities such as voltage, current and temperature may be
measured to observe and record the behavior of the DUT.

The smart controller node uses the global communication
interface (subsection IV-B) to report to the host. By sending
the node’s capabilities to the host, the host is able to verify
the loaded test plan against the physically present test setup.
Further, test configuration data is sent via this global bus and the
node also reports all recorded behavior and measurements from
the tested device. Device measurements can be preprocessed
directly on the controller node to reduce the load on the bus and
stored until the communication interface is ready for transfer.

Figure 3 gives a basic overview about the proposed controller
firmware state machine structure.

Upon booting, the node performs a self test and identifies

the connected driver and guard as well as the DUT if possible.

In addition, the communication interface is initialized to enable
further remote configuration.

In the baptize state, the node transmits its unique serial
number to the host and receives a short address. From this
point on, the node listens only to messages sent to its assigned
short address.

In the configuration state, the node may receive requests
from the host in order to report its capabilities. Further, test
settings are loaded onto the node in this state.

When the node enters the initialization state, it configures
its internal and peripheral modules and becomes ready for
performing the reliability test procedure.

The test state features a simple sequencer that performs
periodic tasks to stress the device and evaluate its feedback.

Each single arrow transition occurs automatically within the
internal state machine. Once the node enters the configuration
state, an operator may start and stop the test through the
host. Therefore, transitions between the states Configure,

Initialize | Standby and Test are requested by the host through
the communication interface.

B. Communication interface

A serial data interface is used to connect the nodes and
let them receive stress test patterns as well as report device
status to a central data storage. The communication interface
is selected according to several requirements. It should be
possible to send single messages for configuring the controller
nodes as well as receive parameter measurements at relaxed
time intervals (about 1kB/s to 10kB/s per DUT). Optionally,
device waveforms are requested at large time intervals (e.g. on
device failure). Further, broadcast messages are desired in order
to notify all bus members at the same time instant. In addition,
the communication interface ideally provides synchronization
features in order to sequence multiple controller nodes if they
test high power DUTs.

The interface also needs to support a harsh environment in
the test system area while based on standard micro controller
modules in order to use commercially available hardware.
Further, hot plug capability of the nodes is desired, so the
test operation needs not be interrupted when a single node is
replaced.

Last, the communication interface should be able to be
configured and programmed in a simple way and the used
protocol stack should have little performance impact on the
controller node.

Among some possible candidates, CAN (controller area
network) [11] and switched Ethernet [12] fit well to our
requirements. Ethernet provides high data rates but requires
advanced micro controllers with built-in medium access control
unit to fully utilize the increased bandwidth. The advantages
of CAN are that many automotive controllers feature built-in
CAN modules and our expected small message sizes keep the
bus traffic at a reasonable low level.

CAN networks can be built in a bus topology using a
carrier sense multiple access / collision resolution (CSMA/CR)
mechanism. A CAN message basically consists of the message
identifier, a control field, a variably sized data field (up to
8 byte), the message check sum and an acknowledgment slot.
Thus, it provides an identifier tag giving a meaning to the
payload data as well as transmission consistency and immediate
acknowledgment notification to the sender. With a bus speed
of 1Mb/s and a theoretical data throughput up to 56 kB/s,
it is well suited for configuring the controller nodes as well
as transmitting measured data and device status. Since CAN
is an event-triggered communication mechanism, several bus
members may want to transmit data at the same time. Therefore,
the identifier tag is used for priority based arbitration, where
lower priority senders automatically back off the bus and retry
again later.

Data transmission is limited to 8 bytes per message. Sending
larger amount of data, like test configuration and DUT stimuli,
requires higher layer protocols. CANopen [13] and DeviceNet
[14] implement such protocols aimed for motion-oriented
machine control and factory automation respectively. However,
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Figure 5. Software architecture

both protocols target small measurement nodes or simple actors,
but not complex control and measurement systems like our
proposed device sub-system. Therefore, we have implemented
a protocol similar to CANopen, modified to suit our specific
needs.

Extended CAN message types are used, where the identifi-
cation part is further divided into four fields (see Figure 4): the
four most significant bits are used to describe the frame type,
which provides the possibility to increase priority for global
system messages. Further, it is used to distinguish between
node-to-host and host-to-node messages. The 5 bit command
part is used to describe the intention of the message. Then,
the 6 bit assigned address of the bus participant follows. Thus,
up to 63 controller nodes can be connected, using the special
address “0” for the host. Finally, a 14 bit file system offset
is used to provide the address for writing and reading data
to either configuration or measurement storage of the smart
controller node. Specifying the address offset in the message
identifier enables us to use all eight data bytes in the message
payload area. Not all possible bit combinations of the frame
type and command fields are used, so further extensions can
be applied without changing the presented arrangement.

C. Host

The host is an independent bus member with additional
features. Implementing service routines for such a test system
requires a scalable, modular, extensible and simple software
architecture. Thus, the central software has been created using
the Actor Framework of NI LabVIEW [15] that is based on
the actor model [16]. Five basic actors are used (see Figure 5):

o The communication interface (CI) provides access to the
CAN bus by sending and receiving messages. These are
forwarded to the central actor (CORE). Implementing the
communication interface as a dedicated actor allows easier
switching to a different network bus if necessary.

e The CORE actor utilizes a dispatcher to analyze the CAN
message ID and relay the message to the dedicated actor
instance. Messages from a controller node are relayed
to the corresponding node actor. If a baptize request is
received, the dispatcher relays the message to the baptize
actor. Additionally, the core provides a GUI to the test
system operator to load test definitions and start / stop
the test procedure.

o The baptize actor (BAP) takes care of providing an
unassigned short address to the newly inserted controller
node. Therefore, all known unique identification numbers
and the assigned addresses are stored in a database. Once
a node has received its short address, this address is
reserved for further use. To re-utilize occupied addresses
of malfunctioning or replaced nodes, a least-recently-used
strategy is employed. In addition, the system operator may
delete the address reservation of an unconnected controller
node.

o The node actor implements a virtual representative of
the physical bus participant in order to handle the higher
layer protocol through CAN messages. The actor stays in
contact with the controller node by sending periodic status
requests. Changes in either controller node status or DUT
status are displayed and stored. DUT characteristics can
be displayed dynamically depending on the test definition
file.

o The storage actor (STOR) handles file and database
read / write operations. The node, core and baptize actors
may log events for offline evaluation.

Extensions to this software framework can be easily made by
creating a new actor for a given task or by deriving it from an
already existing instance and enhancing its capabilities.

V. HARDWARE PROTOTYPE

In order to verify the proposed system architecture, a
prototype controller node has been designed (Figure 6) and
manufactured (Figure 7). It features a 16 bit automotive micro
controller as well as the guard and driver modules on the same
PCB. The first device to be subjected to our new reliability
testing architecture is a high complexity automotive system
IC having on-chip processors, power converters and multiple
analog (e.g. PSIS) and digital interfaces (SPI). Given the
physical restrictions of the existing HTOL test system setup,
eight DUTs are placed on the stress board. The connection to
the node board is made via the signal interface. These signals
include DUT supply voltages, digital test patterns and digital
and analog sense lines to monitor the DUTs. The node board
uses an additional connector (supply interface) for connecting
to the power supplies and to the host system via the CAN bus.
We used a data rate of 1 Mb/s which allows network lengths
of up to 40 m.

The guard module measures the DUT supply voltages and
currents. The power supplies are controlled via the host system
and shared by all node boards. Thus, the prototype only reports
to the host if irregularities are detected. A future version of the
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Figure 6. Fabricated prototype structure

guard module may check threshold values itself and disable
the supply for erroneous devices.

The driver module consists of the digital output drivers and
a digitally controlled voltage regulator to adjust pin output
voltages. This allows testing DUTs at their maximum rated
voltage or interfacing low-voltage devices.

The analog and digital signal conditioning blocks contain
multiplexers to reduce the vast amount of signals (7 channels x
8 DUTs) to a smaller number that can be handled by the smart
controller. In addition, the analog signals can be scaled to the
proper measurement range of the analog-to-digital converter.

Further serial interfaces to identify the currently applied
DUT stress board and controller node are available as well as
signal LEDs and a signal button for simple location of the node
upon request by the operator or through the host software.

VI. DiscUSSION & CONCLUSION

First laboratory tests with 5 prototype nodes showed suf-
ficiently fast configuration time. The message structure for
the test settings is 3776 bytes and can be transferred with
5 x 472 CAN messages. Making use of transmit buffers on
the host, these messages are sent in less than 380 ms.

The maximum scenario would be having 63 nodes (according
to the maximum available address space). Downloading the
configuration on a single node takes about 75 ms, so all nodes
are configured in less than 5s. Due to the controllers’ autonomy,
downloading test definitions to a node is not time-critical and
usually done only once per test procedure.

Node and device status is requested by the host once per
second per node, so a total of 4messages (2 X request +
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2 x response) are transmitted per second per connected node.
Again, worst case numbers for 63 nodes show less than 5%
bus load for diagnostic and status information.

Acquired measurement data however cannot be transferred
that frequently, since the data structure size is 8.6 kB. Loading
the data takes in average 6s for one node due to limitations of
the CAN driver on the host. Thus, measurements of 63 nodes
can be read by the host software every 6.5 min. The large time
intervals are not a problem, since we store measurements only
every 15min to 30 min in a life test setup running for 1000 h.
In addition, a future version the controller node software may
notify the host if a device has just failed and thereby trigger the
transfer of the measurement data. Another possibility would
be to move from CAN bus to switched Ethernet to increase
the data rate.

In this paper, we have depicted limitations of existing
reliability test systems and proposed a distributed test and
measurement architecture. We have presented our design where
the smart controller node is located in the device sub-system
close to the DUT. Thus, the number of global connections is
minimized and allows monitoring more local signals, immediate
pre-processing and storage until transfer.

Test pattern definitions and measurement results are trans-
mitted via a global bus connection using the controller area
network. The smart controller nodes work autonomously
based on their test definitions and report observed device
abnormalities.

Our experiments with prototype implementations have shown
that the instrumentation of the smart controllers with a low-
cost communication system is feasible due to the relaxation of
real-time constraints.
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