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Abstract—This paper addresses modelling and assessing of
worst-case execution times of tasks in a distributed real-time
system. The presented case study is based on a stress test system
for power semiconductors.

Typical distributed systems involve inherent inter-dependencies
that have to be handled with minimized delays. Studying the com-
puting task’s timing behavior becomes necessary to understand
the timing violations. Modelling the temporal behaviour of the
system using probabilistic Worst-Case Execution Time (WCET)
analysis aids to overcome the timing faults.

This paper focuses on (1) the study of the temporal behaviour
through the execution time profile of the distributed hard real-
time system; (2) the statistical analysis by performing probability
distribution modelling on the measured data. Measurement-based
probabilistic timing analysis is an emerging and reliable method
used to arrive at industry quality estimates. This method is used
here in the paper to carry out temporal validation of the real-time
computing tasks on our case study.

Index Terms—Real-Time Distributed System, Timing Failure,
WCET Analysis, Measurement-based Probabilistic Timing Analy-
sis, Statistical Analysis, Probability Distribution, Fault-Tolerant
System

I. INTRODUCTION

To ensure the proper operation of power semiconductors over
their lifetime (which in the example of photovoltaic applications
can be up to 25 years), it is necessary to assess their durability
via electro-thermal stress testing [1]–[3]. This has given rise
to the development of application-oriented stress test systems
accommodating various test specifications to test the individual
components [4]–[6]. Such test systems are physical systems
testing power electronic components using high voltages
(more than 1 kV) and/or high currents (100A and above).
Furthermore, the test system is a distributed system consisting
of multiple nodes that produce the results in a stipulated
timeline. Errors or timing violations result in catastrophic
failure, significant property damage, or may endanger a human’s
life. Hence, the results generated should be correct and valid
within a bounded timeline, thus establishing the requirements
for a distributed hard real-time system. Alongside, the system
should be able to respond within the time frame of the
functional tasks even with the anticipated error conditions [7].

Distribution, fault tolerance and real-time performance are the
characteristics of a responsive system [8].

The temporal properties play a very crucial role in the
performance of the complex hard real-time system [8]. The
operational correctness of a real-time system depends on the
timely completion of the underlying tasks [9]. To analyse such
a system, it is necessary to know the response time of the
individual tasks [10]. This can be achieved by WCET analysis,
which determines the upper bound for the execution time of
the individual tasks [11].

A high quality estimation of WCET is challenging as the cost-
effectiveness consideration is required for industry [12]. The
two main identified challenges are execution-time modelling
of the hardware and the path problem that forbids capturing
the WCET by end-to-end measurements due to limits in
computational complexity [13].

Within the power electronic test, devices operate with
high switching frequency and repetitive power surges. The
communication interface should be highly reliable in hard real-
time systems. In order to achieve reliability, the communication
interface must provide data transfer that can withstand global
faults and local permanent faults [8]. In [14], the time-triggered
(TT) and the event-triggered (ET) approach are compared with
respect to the properties like temporal behaviour, predictability
issues, resource usage and assumption coverage. A TT system
has increased design effort, whereas easier verification of
temporal correctness is achieved. In the case of ET systems,
predictions about their temporal behaviour are more difficult.

The conditioning signals, temporal, and application depen-
dencies need to be controlled to carry out the testing smoothly.
In this paper, the test systems investigated are distributed
embedded systems that combine a TT and ET approach. This
gives rise to temporal dependencies and intercommunication de-
pendencies between the entities, requiring a proper assessment
of a task’s execution time. The contribution of this paper is to
elaborate an execution time model of the depicted distributed
hard real-time system based on measurements and statistic
modeling.

1



II. RELATED WORK

A fault in a distributed real-time system occurs when the
system fails to deliver the actual intended output before a given
deadline. The faults can occur due to timing failure, response
failure, network and nodal failure [8].

A timing failure occurs if a system delivers a correct value
at the wrong time. This can occur too early or too late. The
knowledge of the upper bound of the execution time of a task is
necessary to guarantee timeliness of the system. Therefore, it is
required to estimate WCET to guarantee timing validation [15].
A reliable analysis of WCET is quite challenging with respect
to the nondeterministic performance of the complex hardware
and software [16]. The embedded system’s complexity has led
to extensive research in the area of timing analysis.

The WCET depends on the timing properties of the hardware
and programming code logic. The main goal of WCET is to
obtain the maximum execution time of a given code segment
for a specific run-time platform [17]. The approaches in the
estimation of WCET has below mentioned methods.

Static methods focus on analysing the possible control flow
paths, combining them with the abstract model of hardware,
and obtaining an upper bound. This does not rely on executing
code on a simulator or real hardware [12].

Measurement-based probabilistic timing analysis are widely
explored and industrialized. The jitter sources that affect the
timing behaviour of the program execution are to be considered.
Here, the probabilistic bound on program execution is derived
through analysis-time observation [18].

Statistical modelling provides the knowledge on the system’s
temporal behaviour to check the hypothesis made on the timing
analysis. Statistical probability analysis has emerged to be
highly reliable with system complexity and cost effective
in industrial domain. Probabilistic modelling seeks a priori
guarantees where the time resources used in the execution
platform answers the probabilistic reasoning [18].

According to [12], the path-subset challenge for timing
analysis can be handled by measuring each code segment.
However, it is still not possible to eliminate the unsafe upper
bounds. Furthermore, it is expensive to carry out testing of all
execution paths. The probabilistic approach used for WCET
analysis results in a probability density function for WCET
instead of single value description. In [19], the approach has
been tested on an automotive test-bed with a microcontroller.

The highest priority activities usually have timeliness guar-
antees and others eventually will have a bound which is far
from their typical execution time. Thus, instead of having a
step function as the distribution function for the execution time
we tend to get a distribution as depicted in Figure 1.

Casimiro et al. [21] propose the so-called timely computing
base where the duration is measured. The timely execution is
verified by estimating WCET [22] and then followed by timing
failure detection. The timing failure detection proposed in the
above paper covers the completeness and the accuracy. There
is a distinction between methods preventing errors that causes
a timing failure and the means to detect and tolerate timing
failures.

Figure 1. Distribution function for low-priority message delivery time (Example
from [20])

Almeida [20] deals with partially synchronous models
assuming synchronization with global time. The paper proposes
using timing failure detection service by group communication
to achieve safety in a timely fashion. The dynamic system
with no completely controlled load is prone to timing faults.
Thus, it is difficult to know the bounds for all the activities
and evaluate WCET in such an environment cost-effectively.

Accordingly, mentioned in [14], in a distributed system the
failure of a single node is equivalent to the whole system’s
failure. ET communication hardly provides any guarantee
of timeliness. Time-triggered architecture (TTA) is widely
used in avionics and automotive domains for safety-critical
applications [23].

III. CASE STUDY

Figure 2. Distributed Real-Time System: A Case Study

Our case study (Figure 2) refers to a power electronic applica-
tion for testing discrete power semiconductors [24]. The power
application is controlled by a distributed hard real-time system
consisting of a host computer communicating with multiple
application control nodes. The host controls different external
peripheries (like power supplies) and stores the measurements
and result data, received from the nodes, in a database. These
nodes act as real-time entities and communicate with the host
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computer via Ethernet. During the power application operation,
a subsystem of several ARM Cortex-M4 microcontroller nodes
carries out real-time control, data acquisition, and protection
functions. The microcontroller nodes have TT communication
with the real-time entities. Subsequently, the host to the
application nodes follows ET communication. The control
nodes’ software execution tasks have event execution, interrupt
handling, and polling mechanisms. These tasks give rise to
mutual interaction, which necessitates working together with a
given timing.

The major advantage of the concept described in Figure 2 is
that the measurements are directly performed on the application
control node. There is event-triggered communication between
the node and the host, whereas time-triggered communication
is handled between real-time entities. Time synchronization
is achieved between nodes and the host through a distributed
synchronization algorithm.

IV. PROBLEM STATEMENT AND OBJECTIVES

There can be loss of information based on severe faults
like hardware malfunction. Furthermore, the control nodes
are in vicinity of the power application where switching
noise affects the communication. Consequently, the system
becomes vulnerable to temporal failures since the currently
active node would wait for the missing message. Due to these
error scenarios, the bus communication and the real-time system
would stop operating. As the set-up deals with high power,
this issue needs to be tackled to accommodate the system to
the desired fail-silent state.

In this research, we deal with the timing violations that lead
to the erroneous nodes causing temporal faults and resulting
in real-time communication failures. The faults that affect the
distributed hard real-time system’s temporal behavior and the
analysis methods to aid in determining the above-mentioned
faults have to be investigated. Measurement-based timing
analysis is used for execution-time modelling of the hardware
by estimating the WCET [17].

To detect and handle the timing faults, performance mod-
elling aims to ensure the system meets its target needs. Timing
fault tolerance solution should be able to: 1) measure the
timing duration 2) detect timing failures in an accurate fashion
3) guarantee timely action to handle failures [25].

V. METHODOLOGY

In our case study, a measurement campaign is carried out
by identifying the software tasks that constitute the system’s
real time functionality. This campaign includes measuring the
execution time of mentioned functions tasks running on the
application control node. The execution time has been captured
for repetitive samples. Based on the measurement samples,
the histogram of the samples is plotted for the frequency of
occurrences. The probability distribution function is calculated
and curve fitting is done to identify the best fit. The identified
distribution is used to provide a statistical estimate of the
WCET bound of the task [12].

The execution time provides us the execution time profile
of the application control node’s functions. This aids us
in temporal validation of the functions by providing the
characteristics and behaviour of the frequency of occurrences
of the function. Execution time profile (ETP) is used to conduct
statistical analysis, which derives the worst case execution time
estimation. This eliminates the need to derive an accurate actual
model of the hardware.

VI. RESULTS & DISCUSSIONS

Figure 3. Task 1 execution time histogram and probability distribution fit

Table I
DESCRIPTIVE STATISTICS OF TASK 1

N Total Mean Std.deviation Min.value Max.value
Time 100 1.26ms 18.45 µs 1.20ms 1.30ms

The measurement campaign is carried out by measuring
the application control node’s data acquisition code. Task 1
handles returning the operational result from the real-time
entities. The measured data is shown in Figure 3 which provides
the execution time profile for the system’s functions. The
descriptive statistics values for Task 1 are shown in Table I.

The measurement is carried out to obtain 200 samples. A
processing step on the raw data is carried out to obtain the
maximum and minimum values for the bin. The histogram
is plotted in Figure 2 with bin size and sample size of 100.
The plot describes the relation between the execution time to
their relative occurrence frequency. The distribution fitting is
performed to determine the best fit by performing a chi-square
test. Gauss, General extreme value, and Lorentz distributions
were among the best fit. With the chi-square value obtained
and degree of freedom, the General Extreme Value distribution
tops the fit. Hence, the expected bin values within the best fit
distribution will be accounted for in the estimation.

Task 2 returns the analog measurement values from the
real-time entities. The measurement samples were captured for
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Figure 4. Task 2 execution time histogram and probability distribution fit

Table II
DESCRIPTIVE STATISTICS OF TASK 2

N Total Mean Std.deviation Min.value Max.value
Time 100 587.69 µs 10.28 µs 570.20 µs 605.20 µs

lower sets. This did not produce enough data to carry out the
distribution fitting. Therefore, a higher set of 3500 samples
were captured.

To eliminate the ambiguity to obtain the execution time,
measurement for 3500 samples was carried out. Table II shows
the descriptive statistics of Task 2. In Figure 4, frequency
of occurrence versus the execution time histogram bins are
plotted. Chi-squared test performed to obtain the best fit resulted
in Gauss, General extreme value, Lognormal and Lorentz
distributions. The chi-squared value corresponding to the degree
of freedom shows that Gaussian fit is the best fit out of all.
This will be considered for a further statistical estimate to
derive worst-case execution timing.

VII. CONCLUSION & OUTLOOK

According to the literature, the path-based execution bound
needs instrumentation for program segmentation timing anal-
ysis. This additionally adds overhead and the analysed code
will differ from the actual code which affects the precise upper
bounds [13]. Measurement-based probabilistic timing analysis
are considered at first place for the industrial domain whereas
the limitations exist in lack of firmware support and testing
on the applications [18]. The challenge exists in supporting
the hypotheses for measurement-based timing analysis on the
grounds of coverage obtained on program paths for execution
time. The problem that the longest execution path might be
overlooked in a measurement-based approach still exists. The
idea in this paper is that: 1) many embedded system tasks are
less complex regarding their execution branch. Therefore above
problem is a lesser concern; 2) modern processor architectures
make a proper static analysis very difficult due to different

clocking modes and caching conflicts. A measurement-based
approach is thus an important contribution towards validation
of the system. Hence, a measurement-based probability timing
analysis was selected as a minimal hybrid approach for the
given problem.

The measurements carried out support us in providing
temporal validation and execution time profile, which is then
utilized for WCET estimation. In this paper, we have elaborated
a measurement of the tasks’ execution time and determined
a probabilistic execution timing model through probability
distribution fitting.

To carry out the timing analysis, we did tests with a minor
injection of measurement code as well as tests where the
code under test was not modified at all. This maintains the
authenticity of the code and refrains it from any additional
overhead instrumentation. This drawback with the WCET
experiments on the industrial hardware is taken care in
this paper. The estimated results from this investigation will
contribute to the legitimate temporal definiteness.

VIII. FUTURE WORK

The presented approach allows deriving a WCET estimate
using measurements. The next steps will be to discuss the used
methods used, and, in particular, to investigate the validity of
applying the extreme value distribution as suggested by our
results. A reasonable upper bound estimation will be used as
the input to the developed scheduler tool to ensure temporal
correctness of the system.
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