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Abstract—Strict reliability and delay requirements of factory
monitoring and control applications pose challenges for wireless
communications in dynamic and cluttered industrial environ-
ments. To reduce outage in such fading-rich areas, cooperative
relays can be used to overhear source-destination transmissions
and forward data packets that a source fails to deliver. This article
presents the results of an experimental study of selective coop-
erative relaying protocols that are implemented in off-the-shelf
IEEE 802.15.4-compatible devices and evaluated in an industrial
production plant. Three practical relay update schemes, which
define when a new relay selection is triggered, are investigated:
periodic, adaptive, and reactive relay selections. The results show
that all relaying protocols outperform conventional time diversity
retransmissions in delivery ratio and number of retransmissions
for packet delivery. Reactive selection provides the best overall
delivery ratio of nearly 99 % over the tested network. There
is a tradeoff, however, between achievable delivery ratio and
required selection overhead. This tradeoff depends on protocol
and network parameters, and is studied via protocol emulation
using empirical channel values.

Index Terms—Cooperative diversity, relaying protocols, relay
selection, industrial wireless sensor networks, measurements.

I. I NTRODUCTION

W IRELESS sensor networks (WSNs) have gained inter-
est for industrial automation as replacement of aging

wired industrial communication networks [1]–[3]. Wireless
sensors can be placed in locations unreachable with cables
and provide maintenance flexibility and cost benefits. Typical
applications for industrial WSNs are monitoring and control
of production processes. Sensors measure physical or chem-
ical parameters and monitor machine states and report them
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wirelessly to the control center. Based on the received mea-
surements, the control center can wirelessly send commands
to machinery actuators.

Applications for industrial automation have very strict re-
quirements on communication reliability and packet delivery
time [3]. Mistakes such as irregular pressure reports, delayed
actuation of a valve, or a failure to deliver a warning about
a potential hazard due to a lossy communication link can
damage the equipment or disrupt the production process.
Achieving required reliability levels with wireless transmis-
sions is a serious challenge in heavily cluttered and quickly
changing environments often found in industrial plants [4].
In such environments, wireless signals can suffer from strong
multi-path fading and severe signal shadowing induced by
moving machinery or human workers. Comprehensive wire-
less channel measurements in industrial environments can be
found, e.g., in [5]–[7].

Recent communication standards such as WirelessHART
(released 2007) and ISA100.11a (released 2009) are used to
facilitate the advancement of industrial WSNs [8], [9]. These
standards include the following retransmission techniques to
improve communication reliability in lossy wireless networks:
a) time diversity — retransmission of failed packets later in
time to mitigate short outages of the radio channel [10], b)fre-
quency diversity — retransmission on a different frequency
channel to mitigate interference and frequency-selectivefad-
ing [11], and c)path diversity — packet retransmission on a
different route in the network to mitigate long outages [12]. All
retransmissions are scheduled by a central network manager
in these networks.

This article investigatescooperative diversity, which is a
special form of spatial and temporal diversity that also aims
to reduce the outage probability of wireless links in fading-
rich environments [13]. It utilizes the broadcast nature of
the wireless medium where neighboring nodes can overhear
direct transmissions between source and destination nodes.
If a direct transmission fails, a selectedrelay node that has
already received a copy of the data packet retransmits it to
the destination. In this way, signal diversity at the destination
is achieved and the transmitted data packet is more likely to
be detected and decoded. Such relaying protocols based on
cooperative diversity are applied on the data link layer and
can be triggered locally at each hop when the direct link is
temporarily in outage. The terms cooperative diversity and
cooperative relaying are used as synonyms in this article. The
term cooperative link is used to refer to a source-destination
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link with assisting cooperative relay.
Cooperative relaying has been extensively studied in the last

ten years. For example, theoretical capacity bounds are inves-
tigated in [13] and [14], energy efficiency in [15] and [16], and
relay selection in [16]–[20]. Relay selection plays an important
role in the resulting performance of cooperative relaying
protocols. The authors of [17] show that usage of a single
relay with the best current channel quality at each transmission
results in the same diversity order as retransmission with all
potential relays. However, relay selection requires additional
coordination overhead and its execution at each transmission
can degrade benefits of cooperative relaying.

The timing of new relay selections can be defined by
relay update policies, which balance relaying reliabilityand
signaling overhead required for relay selection and coordina-
tion. In this article, the termselective cooperative relaying
is borrowed from [19] to refer to any cooperative relaying
protocol with selection of a relay and its reselection according
to a certain update policy. In [19] and [21] the relay is changed
whenever the Signal-to-Noise Ratio (SNR) at the destination
down-crosses a certain threshold. The paper [20] compares the
throughput and energy efficiency of cooperative relaying with
update policies based on packet delivery to the destination.
Results in all three papers are obtained analytically basedon
assumptions of identical distribution of channel gains over
time, error-free signaling, and ideal channel quality estimation.
A protocol specification of relay selection is missing.

Use of cooperative relaying in industrial wireless sensor
networks is discussed by Willig in [22] and [23]. In joint work
with Uhlemann, he explores the capabilities of cooperative
relaying with packet combining [24], relay selection [25],
and accurate relay placement [26]. Their results are based
on mathematical analysis and computer simulations without
experimental validation.

An experimental investigation of cooperative relaying in an
industrial setting is presented in [27]. The authors study the
performance of a cooperative protocol for networked control
systems in IEEE 802.11 networks. The relay selection is
performed at each data packet transmission based on Request-
to-Send (RTS) and Clear-to-Send (CTS) message exchange
between source and destination, which makes relay selection
impossible when the direct channel is in outage. Furthermore,
IEEE 802.11 is rarely used in sensor networks, where rela-
tively short messages with sensed data are transmitted.

There are only few studies that provide experimental eval-
uation of cooperative relaying in WSNs. The papers [28]
and [29] investigate simple packet combining in low-cost
wireless sensors for cooperative relaying on the link level
in IEEE 802.15.4 networks. The paper [30] studies a setup
with several IEEE 802.15.4 nodes receiving data from a single
source; if a data packet cannot be decoded at one of the
receivers, a copy from other receivers is requested. Neither
of these studies considers relay selection aspects.

The potential benefits of selective cooperative relaying in
industrial wireless sensor networks and lack of its experimental
evaluation and practical insight serve as motivation for this ar-
ticle. Three relay update schemes, adapted from [19] and [20],
are studied in a real-world industrial setting: a)periodic selec-

tion triggered at constant time intervals, b)adaptive selection
triggered when the delivery ratio on the cooperative link is
below a threshold, and c)reactive selection triggered by each
failed direct source-destination transmission.

Our contributions are as follows:

1) Implementation proposal of three selective cooperative
relaying protocols with aforementioned relay update
schemes for the IEEE 802.15.4 software protocol stack

2) Empirical comparison of these protocols in terms of de-
livery ratio and selection overhead in a network of IEEE
802.15.4 devices deployed in an industrial production
plant

3) Tradeoff analysis between communication reliability and
selection overhead over a range of system settings using
protocol emulation on collected channel measurements

The article explores the potential benefits and drawbacks
of selective cooperative relaying in an industrial environment
without detailed discussion of the protocol integration within
various existing communication standards (which would re-
quire additional examination and is left for future work).
WirelessHART and ISA100.11a make use of centralized path
diversity on the network layer and require coordinated route
discovery and maintenance by a central network manager [12],
but they do not specify routing and update algorithms. Our
evaluation provides insight on how relays can be efficiently
selected locally on the data link layer to overcome outages
of a direct channel in a small sensor network. The obtained
results can be also helpful in the development of networking
protocols in industrial wireless sensor networks.

The article at hand significantly extends our preliminary
work in [31] and [32]. The first paper evaluates radio channel
characteristics and does simplified analysis of cooperative
relaying. The second paper studies periodic and adaptive relay
selections in a single network scenario. Relay selection is
initialized by message exchange between source and destina-
tion. Similar to [27], such an approach makes relay selection
impossible whenever the direct channel is in outage. The
protocols presented in the article at hand show significantly
better delivery ratios than the ones in [32]. Furthermore, the
impact of protocol parameters on communication performance
and the resulting tradeoff between reliability and overhead are
studied in a broader variety of network topologies.

The rest of the article is as follows. Section II introduces
selective cooperative relaying protocols with three different
relay update schemes. Section III describes the network setup
and performance metrics. Section IV presents the trace-based
analysis of selective cooperative relaying protocols to cover
a large range of protocol parameters. Section V explains the
conducted experiments and presents the protocol performance
in direct comparison. Section VI concludes the article.

II. SELECTIVE COOPERATIVERELAYING PROTOCOLS

The following three aspects of relay selection influence the
performance of a selective cooperative relaying protocol:

1) Local selection metrics such as channel state information
and remaining battery life can be used to identify a relay
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that maximizes the performance on the cooperative link
and over the network.

2) Coordination overhead among neighboring nodes is
required to avoid collisions, notify nodes about a relay
selection, and trigger retransmissions.

3) Relay updates are necessary in a changing environment
to ensure that an optimal relay is used. Update rules also
aim to reduce the total number of new relay selections
and, as a result, the overall signaling overhead.

The protocols discussed in this article consider the instan-
taneous channel information available at each received packet
in IEEE 802.15.4 radios as link quality indicator (LQI). In
particular, the LQI of channels from a source to potential
relays and from these relays to the destination are taken into
account.

We now explain the implementation of cooperative relaying
with periodic, adaptive, and reactive relay update schemes.

A. Periodic Relay Selection

As the name suggests, the periodic selection scheme triggers
a relay selection on a given link strictly periodically at intervals
Tsel independent of the current relay performance.
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Fig. 1. Message flow for periodic and adaptive relay selection (a), and relay
operation after its selection (b).

Fig. 1a shows the implementation of this selection scheme.
A source S broadcasts a relay request messageS_RREQ,
which also includes the ID of the destination nodeD for
the following DATA packets. Here, (bc) and (mc) stand for
broadcast and multicast, respectively. All nodes that receive
this request message (exceptD) start a random timerTc =
rand(0, w) for a transmission in the following contention
window of durationw. When the timer of a node expires, the
node sends a candidate messageR_CAND to D. This message
includes the LQI value measured on theS_RREQ received
from S and the value ofw−Tc so thatD can identify the end
of the contention window even if it does not receiveS_RREQ.
Nodes whose candidate messageR_CAND is received atD
form a relay candidate setR. When the contention ends,D
evaluates the end-to-end link for each candidate nodeRi ∈ R
by taking the minimum of two LQI values:

Qi = min(QSRi
, QRiD), (1)

whereQSRi
andQRiD are the LQI values fromS to Ri and

from Ri to D, respectively [17]. A nodeRi is selected as relay

if it has the maximumQi among all candidate relays inR.
The destination sends aD_RSEL message to notifyRi that it
has been selected. After receiving this message,Ri sends the
messageR_RSEL to S confirming successful selection.

Fig. 1b illustrates a retransmission by the selected relay
when a directDATA delivery fails. Whenever the selected relay
Ri receives aDATA packet fromS, it starts the timerTACK.
If it does not receive anACK from D within this time, it
relays its copy ofDATA to D. If D receivesDATA correctly,
it multicasts anACK to Ri andS. Regardless of whetherRi

relayedDATA or not, whenever it receives anACK from D, it
always forwards it toS.

If S does not receive any confirmationR_RSEL within
a certain time intervalTconf (Fig. 1a), it assumes that the
relay selection failed and transmits theDATA without any
assigned relay. The next relay selection is performed again
directly before the followingDATA transmission. If a relay is
not selected afterL such selection attempts,S operates in a
time diversity mode without an assisting relay for the interval
Tsel. This means it retransmits theDATA packet once when no
ACK is received fromD within time TACK. When the timeTsel

expires, a new relay selection process starts.
In this article only basic retransmission schemes without

bit-level combining of failed packets atD are considered. The
presented cooperative relaying protocols can also be referred
to as cooperative Automatic Repeat-reQuest (ARQ) protocols.
Information combining can slightly increase the performance
of the relaying (see [24], [33]) but in turn requires additional
computational resources and is out of scope of this article.

The introduced periodic relay selection can be considered as
a more general and practical adaptation of proactive relay se-
lection described in [34], where a new relay is selected before
eachDATA transmission. As explained later in Section IV, a
tradeoff between delivery ratio and selection overhead canbe
achieved by varyingTsel. WhenTsel → ∞, a relay is selected
only once and does not change over the network operation
time. Such a case is considered in [20].

B. Adaptive Relay Selection

In the adaptive relay selection scheme, a new relay selection
is triggered depending on the recent delivery ratio performance
over the cooperative link.S keeps track of acknowledgments
for transmittedDATA packets. If theACK for a DATA is
missing, it assumes that neitherS nor the currently assigned
relayRi could deliver theDATA.

Only the Wa most recent packets are taken into account.
If the ratio of missingACKs from theseWa DATA packets is
equal or higher thanεa, a new relay selection is triggered, and
a new count of missing acknowledgments begins. Parameters
Wa and εa define how sensitive the protocol is to losses
on communication links. Ifεa = 1/Wa, a new selection is
triggered after each missingACK. Another extreme isεa = 1,
where a relay selection is triggered when allWa are not
acknowledged. The adaptive relay selection tries to adapt to
changing channels and minimize the number of resulting relay
selections. Besides the difference in the timing of updates,
cooperative relaying with adaptive relay selection operates in
the same way as shown in Fig. 1.
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This adaptive selection can be considered as a generalization
of switch-and-stay selection [19]. In that scheme, a new relay
is selected when the overall SNR over the cooperative link
with a given relay drops below a certain threshold. Another
adaptive scheme is analyzed in [20], where relay selection is
triggered whenever neitherS nor the current relayR are able
to deliver theDATA to D. In the adaptive selection presented
in this article, this can be the case whenWa = 1 andεa = 1.
The impact of the parametersWa andεa on the delivery ratio
and number of triggered selections is studied in Section IV.

C. Reactive Relay Selection

Reactive relay selection is triggered after each failed direct
transmission of aDATA packet fromS to D [17]. Its clear
benefit is the full use of selection diversity among all potential
relay candidates on all failed direct packets. In this article, we
propose to trigger a reactive relay selection byS if no ACK
from D is received within timeTACK, as it is shown in Fig. 2.
In this way, reactive relaying can be used in non-periodic
transmissions, and the delivery ofACKs is ensured, which can
be critical in some control applications.
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Fig. 2. Message flow for cooperative relaying with reactive relay selection.

SourceS broadcasts anS_RREQ message each time it does
not receive anACK for its direct DATA transmission toD.
This message includes the ID ofD and the sequence ID of
the correspondingDATA packet. Only nodes receiving both the
requestedDATA and followingS_RREQ contend for selection.

There are two cases for missingACKs. First, as shown in
Fig. 2a, theDATA is not delivered toD. In such a case,
similar to the contention procedure of periodic and adaptive
relay selection in Fig. 1a, each of the relay candidates starts
a random timerTw = rand(0, w). Upon its expiration, the
node sends anR_CAND message toD. NodeD selects a relay
based on (1). After the selected relay receives the confirmation
messageD_RSEL, it starts transmitting its copy ofDATA back
toD. If D does not receive anyR_CAND but receivesS_RREQ
from the source, it sends aD_RSEL message toS, and S
retransmits itsDATA. After the retransmission, the selected
relay Ri waits for anACK from D. Upon receiving it,Ri

forwards theACK to S.
The second case, as shown in Fig. 2b, occurs when aDATA

from S has been delivered toD, but the correspondingACK
has not been received byS. As a result, after timeTACK,
S sendsS RREQ for relay selection. However, sinceACK

has been broadcasted, some surrounding nodes might have
received it. The nodes that received bothS RREQ from S
and the correspondingACK from D start a random timer
Tw = rand(0, w). They forwardACK to S upon timer ex-
piration. Some nodes that receiveS RREQ and the requested
DATA, but do not receive the correspondingACK from D still
sendR_CAND to D, but D ignores such messages based on
the requested packet ID. In this way,ACK can be delivered to
S, and an unnecessary retransmission ofDATA is avoided.

III. N ETWORK SETUP AND PERFORMANCEMETRICS

All cooperative relaying protocols are implemented on
TelosB nodes [35]. These devices are compatible with IEEE
802.15.4 — a standard designed for communication of low-
power devices. The devices operate on unlicensed frequency
bands at 2.4 GHz and provide a transmission rate of 250 kbit/s.
The physical layer of IEEE 802.15.4 is also used in Wire-
lessHART and ISA100.11a standards for industrial WSNs.

D

60m

2
5
m

Fig. 3. Factory layout and deployed sensor network.

Seven nodes are deployed inside a production plant of
a packaging company. The layout of the plant is shown
schematically in Fig. 3. The production environment consists
of multiple shielded and unshielded machines (gray areas) that
cut and transport cardboard packages. Up to a dozen of human
operators and three forklifts move inside the plant during the
measurements. Dashed areas are the storage spaces.

Two main performance metrics for comparison of the
protocols are: 1)delivery ratio of DATA packets toD and
2) number of relay selection attempts showing the overall
selection overhead.

IV. T RACE-BASED ANALYSIS OF SYSTEM PARAMETERS

The protocol performance depends on protocol parameters
and the number and location of potential relays. Experimental
comparison over such a wide range of settings is hardly
possible. A broadcast-based experiment was conducted that
enables us toemulate the operation of cooperative relaying
with different parameters based on the logged data.

A. Experiment Description

The most distant node 6 is set as sourceS and sends aDATA
packet toD every 160 ms. All other nodesi ∈ {1, 2, 3, 4, 5}
listen to theDATA from S and, upon receiving it, log its LQI
and relay the packet toD after 15 · ims to avoid collisions
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Fig. 4. Delivery ratio of various retransmission protocols for different
combinations of surrounding nodes.

with other nodes. The packets received atD are stored with
their LQI values and the transmitter IDs. In total, 50 000DATA
packets are transmitted byS.

Based on the stored data for each packet transmitted byS
one can a) identify whether a packet is delivered toD via relay
nodei or not, and b) determine the node with the maximumQi

according to (1). As a result, one can emulate the operation of
the protocols with the obtained traces and vary the protocol
parameters arbitrarily [36]. The drawback of this method is
that it does not involve real relay selection through contention
but follows rather idealistic assumptions based on channel
information. The main advantage compared to a computer
simulation is that it uses real channel measurements.

The three cooperative protocols are also compared with two
non-cooperative schemes: a)single direct transmission by S
and b) time diversity — a single retransmission byS done
when the first transmission does not succeed (i.e., anACK
from theD is not received within timeTACK). In this section,
we consider time diversity with a retransmission, i.e.,DATA is
dropped if it is not delivered with the retransmission. Multiple
retransmissions are studied in Section V.

B. Results

Fig. 4 shows the mean delivery ratio of cooperative relaying
for 31 unique possible combinations of nodes that can be
relays. For a given1 ≤ C ≤ 5,

(

5

C

)

unique combinations
of available relay nodes can be formed. Each node IDi ∈
{1, 2, . . . , 5} used in a given combination serves as a digit to
form the smallest number. E.g., the number 235 corresponds
to the combination of nodes with IDs 2, 3, and 5. It means
that for this case only these three nodes are considered during
the selection of a relaying node while all other nodes in the
network are ignored. All such unique numbers are then sorted
in ascending order and assigned combination IDs from 1 to
31 for simpler representation in the figure.

With the periodic scheme a new selection is triggered every
Tsel = 32 seconds (here, it corresponds toNsel = 200 packets).
With the adaptive scheme a relay update is performed when a
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Fig. 5. Delivery ratio with periodic relay selection as a function of relay
update interval.

threshold of five lostDATA packets (εa = 0.1) in the window
of Wa = 50 most recently sent packets is reached.

Fig. 4 shows that all cooperative schemes perform better
than non-cooperative ones with one exception when only
node 3 can serve as relay. This node appears to have a very
weak link toS, and, therefore, cannot relay theDATA to D in
a reliable manner. As a result, cooperative schemes provide
nearly the same delivery ratio as time diversity. Another
observation in Fig. 4 is that, for a given cooperative scheme
and a givenC, the fluctuation in delivery ratio within the group
of different node combinations is the highest forC = 1 relay
node. It decreases with growing number of available nodesC
and almost flattens out forC = 4.

Next, Fig. 5 shows the impact of the update intervalNsel

on the resulting delivery ratio with periodic relay selection.
The curves for different number of nodesC represent the
mean values over all possible combinations of nodes with the
sameC. If only one relay is available, the delivery ratio almost
does not change for increasing selection period, since there
are no better relays to switch to. The slight degrade can be
explained by intervals when a relay is not selected after the
limit of L = 5 attempts, and the protocol operates without an
assisting relay for the nextNsel packets.

A significant improvement in mean delivery ratio is ob-
served when the number of relays increases fromC = 1 to 2
and 3. The difference between the curves forC = 4 and5 is
hardly noticeable, and, therefore, only the curve forC = 5 is
plotted. This confirms the trend shown theoretically in [20]. If
Nsel = 1, a relay selection is performed at eachDATA packet.
However, for cases withC > 1, already a change of the update
period to two packets significantly reduces the delivery ratio.
With further increase of the selection period, the deliveryratio
degrades only slowly (consider the logarithmic scale of thex-
axis). The selection of a wrong relay or no selection of a relay
at all can have significant impact on the delivery ratio at high
Nsel in our data set of 50 000 packets. As a result, fluctuations
in the delivery ratio can be seen.

The number of relay selections perDATA packet with
periodic relay selection is found to be proportional to1/Nsel
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and is nearly the same for allC. It is only slightly higher
when only a single node is available (C = 1), since more
attempts are required when the only node is not available
for selection. The corresponding figure is omitted here. It
can be concluded that the overall selection overhead can be
decreased significantly by increasing the selection periodwith
only moderate degrade in delivery ratio.

Fig. 6 shows the impact of the threshold error rateεa within
the window ofWa = 50 most recently sent packets in adaptive
relay selection. The allowed error rateεa varies from1/Wa

(when a relay is updated immediately after the first delivery
failure on the cooperative link) to 1 (when a relay is selected
only when allWa packets fail). Clearly, the delivery ratio is
the highest when the triggering error rate isεa = 1/Wa, but it
is still lower than the one of the reactive selection scheme.The
delivery ratio decreases slowly forC > 1 since the window of
50 packets ensures that long outage intervals are not tolerated.
Whenεa becomes larger than 80 %, however, the delivery ratio
starts dropping significantly as relay selections become rare.

The number of selection attempts versus the tolerated error
rate is plotted in Fig. 7. The results show that significantly
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Fig. 9. Number of triggered relay selections as a function of adaptive window
Wa with εa = 0.1.

fewer selections are triggered with higherεa andC.
The impact of the window sizeWa on delivery ratio, for

given C and εa, is shown in Fig. 8. It can be seen that an
increasingWa reduces the delivery ratio only slightly. This is
due to the fact that errors occur in bursts. A larger window
tolerates more packet errors, but this has only small effecton
the delivery ratio as long as a new relay selection is triggered.
If εa is larger, there will be a larger effect ofWa on the delivery
ratio (figure omitted).

Finally, Fig. 9 shows the number of adaptively triggered
relay selections as a function ofWa. Here, the threshold
error rateεa is fixed to 0.1. With growingWa the number of
selections reduces since more errors on the cooperative link
have to take place to trigger a new relay selection. It can be
concluded that an increase inWa andεa reduces significantly
the overall selection overhead and only slightly degrades the
delivery ratio.

The presented results imply that network and protocol
settings can be adjusted to fit the requirements on reliability
and overhead of various WSN applications, and support trends
analytically studied in [19] and [20].
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V. EXPERIMENTAL ASSESSMENT OFPROTOCOL

PERFORMANCE

A. Experiment Description

The purpose of this experiment is to empirically evaluate
and compare the performance of the proposed cooperative
relaying schemes in a real-world setting. The network setupis
the same as in Fig. 3. All six nodes (with IDsi ∈ {1, . . . , 6})
are used as source nodes to sendDATA to the destinationD.
This reflects a typical setup of a wireless sensor network where
remote sensors monitor the environment and report data to a
sink.

In the experiment each source node generates and transmits
K = 45 000 DATA packets. For better analysis of individual
links, the operation of each source node is separated in time:
i.e., node 2 starts transmitting itsDATA packets only after node
1 finished sending all itsK packets, and so on. In this way
the performance of individual links is tested avoiding medium
access and interference aspects, which are out of scope of this
article but covered, e.g., in [37] and [38].

To compare three cooperative relaying protocols explained
earlier, they are executed sequentially as shown in Fig. 10.

periodic adaptive reactive

time

160ms 160ms 160ms

time div.time div.

160ms

Fig. 10. Sequential execution of cooperative relaying protocols with different
relay selection schemes.

A newDATA packet is generated at the source every 160 ms.
Depending on the packet sequence numberk ∈ {1, 2, 3, . . . },
packets are handled by a certain retransmission protocol:

• Time diversity: packets1, 5, . . . , 1+4(k−1), . . . ,K−3,
• Periodic: packets2, 6, . . . , 2 + 4(k − 1), . . . ,K − 2,
• Adaptive: packets3, 7, . . . , 3 + 4(k − 1), . . . ,K − 1,
• Reactive: packets4, 8, . . . , 4 + 4(k − 1), . . . ,K.

Thus, the protocols are executed completely independently
from each other within allocated time frames of 160 ms.

For a given protocol, packets are generated periodically
every 640 ms, which may correspond to a typical application
for a monitoring process. The execution of different protocols
is just shifted in time with respect to each other by 160, 320,
and 480 ms. Such sequential independent testing of protocols
provides a fair comparison of their performance.

The time diversity protocol is implemented in its own time
slot. Here, aDATA packet is retransmitted by the currently
active source node if it does not receive the corresponding
ACK within TACK = 20ms time. Up to four retransmissions
by the source are allowed within its 160 ms time slot.

Periodic relay selection is performedTsel = 64 seconds after
the previous successful periodic selection. For convenience it
is also expressed as the expected number ofDATA packets
transmitted with a periodically selected relay,Nsel = 100.
The maximum number of selection attemptsL is set to five.
Adaptive relay selection is triggered if more than fiveACKs
are not received by the source for theWa = 100 most recent
transmissions (εa = 0.05). The contention windoww is 30 ms.

The size ofDATA andACK packets is 127 and 19 bytes, re-
spectively, including MAC and PHY layer overhead. All other
coordination messages are 24 bytes long. The transmission
power is−4dBm for all packets.

The experiment was performed on three days for 12 hours
on each day. In total 810 000DATA packets were transmitted
by source nodes over the network within 36 hours. This results
in 33 750 packets for each retransmission scheme on each link
to D over six hours of measurement time.

B. Overall Protocol Performance

The mean measured values for delivery ratio and number
of selections per 100 transmitted packets over all links are
collected in Table I. Note that these results are different from
the respective values in Fig. 4 since only one source node
was considered in the previous section. Confidence intervals
of 5 % and 95 % are obtained using the moving block bootstrap
method suited to correlated time series [39].

TABLE I
DELIVERY RATIO AND PROTOCOLOVERHEAD

delivery ratio selections per 100 pkts

5 % mean 95 % 5 % mean 95 %

single direct tx. 0.806 0.812 0.817 — — —

time div., 1 retx. 0.847 0.853 0.858 — — —

time div., 2 retx. 0.854 0.860 0.865 — — —

time div., 3 retx. 0.860 0.865 0.870 — — —

time div., 4 retx. 0.863 0.868 0.873 — — —

periodic 0.967 0.969 0.971 1.00 1.03 1.04

adaptive 0.978 0.979 0.980 1.00 1.07 1.12

reactive 0.988 0.989 0.989 21.85 22.59 23.22

For time diversity, the impact of the maximum number of
allowed retransmissions is shown. Additional retransmissions
by the source provide a clear gain in the delivery ratio
compared to a single direct transmission. However, the largest
gain is achieved with the first retransmission, while further
retransmissions do not bring a significant benefit. This shows
that although an occasional packet failure might be recovered
by an immediate source retransmission, most outage events
on direct source-destination channels are of longer duration
where time diversity retransmissions are ineffective.

Table I also shows that all cooperative schemes outperform
non-cooperative ones in terms of delivery ratio. Cooperative
relaying with reactive selection provides the mean delivery
ratio of nearly 99 %. The number of relay selection attempts
reflects how much coordination overhead is necessary during
the protocol operation. Here, periodic and adaptive selections
perform very similar. For periodic relay selection, the number
of selections in a sample is slightly different than the expected
constant 1/100 since up to five relay selection attempts can be
performed until a relay is successfully selected. Cooperative
relaying with reactive selection requires significantly more
relay updates than the two other schemes since relay selection
is triggered at each failedACK message.

Table II shows some additional data on relay selection. On
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TABLE II
ADDITIONAL PERFORMANCEMETRICS

periodic adaptive reactive

number of candidates 3.69 3.86 3.43

selection success 0.94 0.91 0.92

successful relaying (when selected) 0.78 0.82 0.95

average, 3.43 nodes participate in the relay selection process
for reactive relay update, which is slightly less than by periodic
and adaptive relay selections. This is due to the fact that with
the reactive scheme only nodes that receive bothDATA and
S_RREQ from S participate in the contention. This is different
for periodic and adaptive selections, where, as shown in Fig. 1,
all nodes that receive aS_RREQ message fromS participate
in contention for serving as relay.

The success of relay selection is above 90 %. Here, for
periodic and adaptive schemes, a relay selection is counted
as successful when the selected node receives theD_RSEL
from D. For the reactive scheme, only selections triggered by
failed DATA packets are considered.

Finally, the last row shows how successful the relays are in
retransmitting theDATA packets to the destination. Adaptive
and periodic relay updates provide similar performance. Reac-
tive relay selection results in significantly improved relaying
delivery ratio, since the best relay is selected at each failed
direct transmission.

C. Short-Term Protocol Behavior

Besides taking into account the time average of performance
metrics over the whole duration of the experiment, we consider
short-term behavior as well. Such analysis is important to
reveal short communication outages, which can be critical for
monitoring and control applications.

For a given selection scheme,DATA packets are indexed by
j ∈ {1, . . . ,Kp}, whereKp = K/4 = 11 250 is the number
of packets transmitted for each scheme on one day. The
binary sequenceXi = {Xi(j)}

Kp

j=1
= {Xi(1), . . . , Xi(Kp)}

describes the packet delivery from sourcei ∈ {1, 2, . . . , 6} to
D by the given protocol:

Xi(j) =

{

1, packetj is delivered,

0, packetj is not delivered.
(2)

A subsequenceXi(j0,m) ⊆ Xi of lengthm ∈ {1, . . . ,Kp}
is defined asXi(j0,m) = {Xi(j)}

j0+m−1

j=j0
, where j0 is the

starting index of the subsequence inXi. In this article the
subsequenceXi(j0,m) is also referred to as a sample.

The mean over the values in a sample is

Xi(j0,m) =
1

m

j0+m−1
∑

j=j0

Xi(j), (3)

which corresponds to the packet delivery ratio in the sample
for a given protocol. It also applies to single direct trans-
mission and time diversity. By incrementingj0 from 0 to
Kp − m + 1, i.e., by sliding the sample window of a given

delivery ratio in a sample
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Fig. 11. Delivery ratio in a sample of 100 packets.
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Fig. 12. Total delivery ratio for cooperative and time diversity retransmission
protocols as a function of delivery ratio by single direct transmission.

size m over the sequenceXi, the delivery ratio over short-
term intervals on the communication linki can be calculated.
A sample size ofm = 100 is used, which corresponds to a
sample period ofTm = 64 s. The samples collected over three
days of experiments are considered jointly, which corresponds
to more than 800 000 sample overall.

Fig. 11 shows the cumulative distribution function (CDF)
for the delivery ratio of each protocol within a sample ofm =
100 transmittedDATA packets according to (3). More than
10 % of all samples have a delivery ratio of less than 50 % for
direct transmissions. Time diversity retransmission improves
the delivery ratio significantly only if the direct deliveryratio
is higher than 90 %. When the direct delivery ratio is lower
than 50 %, the direct channel remains bad most of the time,
and time diversity retransmissions provide hardly any benefit.
In contrast, all cooperative protocols achieve a significant gain
in delivery ratio. Reactive relay selection provides the highest
delivery ratio in a sample window, and the adaptive update
scheme performs just marginally better than the periodic one.

Fig. 12 gives another comparison of the delivery ratio on
the sample level. The delivery ratio of a given protocol in each
sample is plotted versus the delivery ratio of a single direct
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transmission in the same sample. To avoid plotting more than
800 000 scattered points on the graph, the points are collected
according to thex-axis value into ten groups with boundaries
0.1(v − 1) ≤ x < 0.1v, for v = 1, . . . , 9, and0.1(v − 1) ≤
x ≤ 0.1v for v = 10. Within each such group, the arithmetic
means overx and y values are calculated and plotted along
with 25 % and 75 % quantiles of the data distribution.

As can be expected, the performance of time diversity is
clearly correlated to the direct delivery ratio on thex-axis. In
contrast, the performance of all cooperative schemes changes
only slightly. Therefore, cooperative relaying proves to be
also beneficial at short time intervals when anS-D channel
suffers from deep outage. Reactive selection provides slightly
better delivery ratio than other relay update schemes. Its mean
delivery ratio never falls below 90 %.

Next we assume that eachDATA packet, which is not
delivered toD in its 160 ms slot, is transmitted again in the
next time slot of a given protocol. This enables us to determine
the number of required retransmission rounds until theDATA
is delivered toD for each protocol. It can also be defined as the
outage duration (whenXi(j) = 0) between two consecutive
successful packet deliveries (Xi(j) = 1) for a given protocol.

Fig. 13 shows the empirical CDF for the number of
necessary retransmission rounds untilDATA packet delivery
to D. Nearly 60 % of all failed packets can be successfully

number of retransmission rounds

cd
f time diversity

periodic

adaptive

reactive

100 101 102
0.5

0.6

0.7

0.8

0.9

1

Fig. 13. Number of retransmissions until packet delivery.

delivered by the following time diversity retransmission from
S. However, there are also longer outages where time diversity
is not helpful. Such outages are particularly critical for indus-
trial control processes. All cooperative schemes outperform
time diversity schemes in delivery ratio, and reactive relay
selection performs best of all. It can be seen that less than
10 packets (out of 200 000) would require more than two
retransmission rounds with adaptive or reactive schemes. With
the periodic selection scheme the number of packets would
be around several hundreds, which is still extremely low.
However, when strict delay guarantees on mission-critical
messages are required, a closer integration with MAC, routing
and scheduling is required.

In summary, the results in this section show that reactive
relay selection provides the highest delivery ratio by fully

utilizing the selection diversity among surrounding nodes. This
robust communication comes at significant signaling costs in
terms of selection overhead — about 20 times more selections
are required than by adaptive relay selection. Additionally,
with cooperative relaying nearly all packets are delivered
within the allocated time slot, and only few packets requiread-
ditional retransmissions. With respect to energy consumption
it should be mentioned that reactive relay selection requires
other nodes to listen to allS-D transmissions, which can
be energy inefficient [20]. Adaptive relay selection requires
similar overall selection overhead as periodic selection but
provides better delivery ratio.

VI. CONCLUSIONS

This article analyzed three selective cooperative relaying
protocols with different relay selection schemes: periodic,
adaptive, and reactive. These protocols have been implemented
in IEEE 802.15.4-compatible devices and deployed in an
industrial production plant. Performance tests were conducted
in a way to allow direct comparison of cooperative and non-
cooperative protocols for periodic monitoring processes in an
industrial wireless sensor network.

Results show that selective cooperative relaying outperforms
conventional time diversity retransmissions and can provide
mean delivery ratio close to 99 % over the whole network. The
most significant performance increase takes place over short-
term intervals when the direct delivery ratio is low. Here, the
delivery ratio of cooperative relaying does not fall below 80 %
even when the direct delivery ratio is very low over the same
intervals. The number of retransmissions is also dramatically
reduced by cooperative relaying — nearly all failed source
packets are delivered with three or less retransmissions.

Relay selection parameters were investigated in different
network topologies via protocol emulation based on the em-
pirical channel measurements. Typically, three availablerelays
are sufficient for reliable performance; only marginal gains
in delivery ratio are achieved with more relay candidates.
The delivery ratio can also be increased by shorter selection
intervals Tsel for periodic selection and a lower error rate
thresholdεa for adaptive selection. However, even small gains
require significant additional relay selection overhead. The
tradeoff between delivery ratio and selection overhead must
be adjusted based on the application requirements.

The presented results illustrate that selective cooperative
relaying is a viable technique for improving communication
reliability in industrial wireless sensor networks. In particu-
lar, adaptive selection provides good tradeoff between high
delivery ratio and required selection overhead. The following
issues are subject for future research: a) integration withMAC
and routing protocols and into existing industrial standards, b)
performance evaluation in presence of interference, c) integra-
tion with energy efficient sleep scheduling and evaluation of
energy consumption.
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