An Experimental Study of Selective Cooperative
Relaying in Industrial Wireless Sensor Networks

Nikolaj Marchenko,Student Member, IEEE, Torsten Andre Student Member, 1EEE,
Gunther BrandnerSudent Member, |EEE, Wasif Masood Student Member, | EEE,
and Christian BettstetteBenior Member, |EEE

Abstract—Strict reliability and delay requirements of factory  wirelessly to the control center. Based on the received mea-
monitoring and control applications pose challenges for wireless syrements, the control center can wirelessly send commands
communications in dynamic and cluttered industrial environ- to machinery actuators

ments. To reduce outage in such fading-rich areas, cooperative Applicati for industrial aut tion h trick
relays can be used to overhear source-destination transmissions pplications 1or industrial automation have very Strict re

and forward data packets that a source fails to deliver. This artite ~quirements on communication reliability and packet dejive
presents the results of an experimental study of selective coop time [3]. Mistakes such as irregular pressure reports,yeela
erative relaying protocols that are implemented in off-the-shelf actuation of a valve, or a failure to deliver a warning about
IEEE 802.15.4-compatible devices and evaluated in an industrial a potential hazard due to a lossy communication link can

production plant. Three practical relay update schemes, which d th . ¢ di t th ducti
define when a new relay selection is triggered, are investigated: amage the equipment or disrup e producton process.

periodic, adaptive, and reactive relay selections. The results s AChie\{ing rquired reliability _|eVe|S With wireless tr&nS'_
that all relaying protocols outperform conventional time diversity ~ sions is a serious challenge in heavily cluttered and quickl

retransmissions in delivery ratio and number of retransmissions changing environments often found in industrial plants [4]
for packet delivery. Reactive selection provides the best ovelta In such environments, wireless signals can suffer fromnstro

delivery ratio of nearly 99% over the tested network. There ti-path fadi d . | shadowi ind d b
is a tradeoff, however, between achievable delivery ratio and mult-path 1ading and severe signal shadowing induced Dy

required selection overhead. This tradeoff depends on protocol Moving machinery or human workers. Comprehensive wire-
and network parameters, and is studied via protocol emulation less channel measurements in industrial environments ean b
using empirical channel values. found, e.g., in [5]-[7].

Index Terms—Cooperative diversity, relaying protocols, relay Recent communication standards such as WirelessHART
selection, industrial wireless sensor networks, measurements.  (released 2007) and 1SA100.11a (released 2009) are used to
facilitate the advancement of industrial WSNs [8], [9]. Tdes
standards include the following retransmission techrsqioe
improve communication reliability in lossy wireless netke:

IRELESS sensor networks (WSNs) have gained intes) time diversity — retransmission of failed packets later in

est for industrial automation as replacement of agirtgne to mitigate short outages of the radio channel [10fré)
wired industrial communication networks [1]-[3]. Wiretes quency diversity — retransmission on a different frequency
sensors can be placed in locations unreachable with cabteannel to mitigate interference and frequency-seledtde
and provide maintenance flexibility and cost benefits. Tgipicing [11], and c)path diversity — packet retransmission on a
applications for industrial WSNs are monitoring and contraifferent route in the network to mitigate long outages [14]
of production processes. Sensors measure physical or cheatransmissions are scheduled by a central network manager
ical parameters and monitor machine states and report thiemhese networks.

This article investigatesooperative diversity, which is a
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link with assisting cooperative relay. tion triggered at constant time intervals, &japtive selection
Cooperative relaying has been extensively studied in tte l&riggered when the delivery ratio on the cooperative link is

ten years. For example, theoretical capacity bounds aesinvbelow a threshold, and c}active selection triggered by each

tigated in [13] and [14], energy efficiency in [15] and [16hda failed direct source-destination transmission.

relay selection in [16]-[20]. Relay selection plays an imanot Our contributions are as follows:

role in the resulting performance of cooperative relaying 1y |mplementation proposal of three selective cooperative
protocols. The authors of [17] show that usage of a single relaying protocols with aforementioned relay update

relay with the best current channel quality at each trarsipris schemes for the IEEE 802.15.4 software protocol stack
results in the same diversity order as retransmission with a 2) Empirical comparison of these protocols in terms of de-
potential relays. However, relay selection requires aoltd  ° |jery ratio and selection overhead in a network of IEEE
coordination overhead and its execution at each transonissi 802.15.4 devices deployed in an industrial production
can degrade benefits of cooperative relaying. plant
The timing of new relay selections can be defined by 3y Tradeoff analysis between communication reliabilitgtan

relay update policies, which balance relaying reliabikiyd selection overhead over a range of system settings using
signaling overhead required for relay selection and cowrdi protocol emulation on collected channel measurements

tion. In this article, the ternselective cooperative relaying

is borrowed from [19] to refer to any cooperative relayin%f
protocol with selection of a relay and its reselection adoay
to a certain update policy. In [19] and [21] the relay is chethg
whenever the Signal-to-Noise Ratio (SNR) at the destinati
down-crosses a certain threshold. The paper [20] complages
throughput and energy efficiency of cooperative relayinthwi
update policies based on packet delivery to the destinati
Results in all three papers are obtained analytically based
assumptions of identical distribution of channel gainsrov
time, error-free signaling, and ideal channel qualityreation.
A protocol specification of relay selection is missing.

Use of cooperative relaying in industrial wireless sens
networks is discussed by Willig in [22] and [23]. In joint vor - . .
with Uhlemann, he explores the capabilities of cooperati otocols In industrial W|r.elejs.s sensor networks. .
relaying with packet combining [24], relay selection [25], Thg article at hand S|gq|f|cantly extends our prellmlnary
and accurate relay placement [26]. Their results are baskgrk in [31] and [32]. The first paper evaluates radio channel

on mathematical analysis and computer simulations witho?Jﬁ":lraCteriStiCS and does simplified analysis of cooperativ
experimental validation relaying. The second paper studies periodic and adaptiag re

An experimental investigation of cooperative relaying i a.sejllec.tions in a single network scenario. Relay selection 'is
industrial setting is presented in [27]. The authors stuty tInitialized by message exchange between source and destina

performance of a cooperative protocol for networked cdntr§on- Similar to [27], such an approach makes relay selactio
systems in IEEE 802.11 networks. The relay selection {EPossible whenever the direct channel is in outage. The
performed at each data packet transmission based on Req giocols _presentgd in the article at hand show signifigantl
to-Send (RTS) and Clear-to-Send (CTS) message exchal fter delivery ratios than the ones in [32]. F_urthermolne, t
between source and destination, which makes relay satectd'Pact of protpcol parameters on commgmcaﬂon performanc
impossible when the direct channel is in outage. Furtheael;noFmO(ljl_thg3 _resulélng ;radeof_f betvx;een re“ib'“ty Ia”‘?' ovethage
IEEE 802.11 is rarely used in sensor networks, where refift!died In a broader variety of network topologies.
tively short messages with sensed data are transmitted. The rest of the article is as follows. Section Il introduces
There are only few studies that provide experimental eval€/ective cooperative relaying protocols with three défe
uation of cooperative relaying in WSNs. The papers [Zé]alay update schemes._ Secuon_lll describes the netwoup set
and [29] investigate simple packet combining in low-co&nd peﬁormance metrics. SEC.IIOI’I v presents the tracedbas
wireless sensors for cooperative relaying on the link lev@nalysis of selective cooperative relaying protocols taeco
in IEEE 802.15.4 networks. The paper [30] studies a Seteplarge range of_protocol parameters. Section V explains the
with several IEEE 802.15.4 nodes receiving data from a sindionducted experiments and presents the protocol perfagnan
source; if a data packet cannot be decoded at one of {Rdirect comparison. Section VI concludes the article.

receivers, a copy from other receivers is requested. Neithe
of these studies considers relay selection aSpeCtS. 11. SELECTIVE COOPERATIVERELAYING PROTOCOLS

The potential benefits of selective cooperative relaying in ) o
industrial wireless sensor networks and lack of its expenital 1 he following three aspects of relay selection influence the
evaluation and practical insight serve as motivation fis gr- Performance of a selective cooperative relaying protocol:
ticle. Three relay update schemes, adapted from [19] arid [20 1) Local selection metrics such as channel state information
are studied in a real-world industrial setting:pgiodic selec- and remaining battery life can be used to identify a relay

The article explores the potential benefits and drawbacks
selective cooperative relaying in an industrial enviramt
without detailed discussion of the protocol integratiorihivi
garious existing communication standards (which would re-
uire additional examination and is left for future work).
3VirelessHART and ISA100.11a make use of centralized path
%’Hversity on the network layer and require coordinated eout
iscovery and maintenance by a central network manageyr [12]
gut they do not specify routing and update algorithms. Our
evaluation provides insight on how relays can be efficiently
selected locally on the data link layer to overcome outages
8.f a direct channel in a small sensor network. The obtained
results can be also helpful in the development of networking



that maximizes the performance on the cooperative lirkit has the maximum@; among all candidate relays iR.
and over the network. The destination sends2 RSEL message to notify?; that it
2) Coordination overhead among neighboring nodes ishas been selected. After receiving this mess@gesends the
required to avoid collisions, notify nodes about a relagnessagdk _RSEL to S confirming successful selection.
selection, and trigger retransmissions. Fig. 1b illustrates a retransmission by the selected relay
3) Relay updates are necessary in a changing environmenthen a direcDATA delivery fails. Whenever the selected relay
to ensure that an optimal relay is used. Update rules al8p receives aDATA packet fromS, it starts the timerlc.
aim to reduce the total number of new relay selectiong it does not receive arACK from D within this time, it
and, as a result, the overall signaling overhead. relays its copy oDATA to D. If D receivesDATA correctly,
The protocols discussed in this article consider the instah multicasts anACK to R; and S. Regardless of whetheR;
taneous channel information available at each receivekigpac'elayedDATA or not, whenever it receives &CK from D, it
in IEEE 802.15.4 radios as link quality indicator (LQI). Inalways forwards it taS.
particular, the LQI of channels from a source to potential If S does not receive any confirmatidR_RSEL within
relays and from these relays to the destination are taken it certain time intervalltone (Fig. 1a), it assumes that the
account. relay selection failed and transmits tHBATA without any
We now explain the implementation of cooperative relayingssigned relay. The next relay selection is performed again

with periodic, adaptive, and reactive relay update schemesdirectly before the followingDATA transmission. If a relay is
not selected aftel. such selection attempts, operates in a

A. Periodic Relay Selection time diversity mode without an assisting relay for the iagr

As the name suggests, the periodic selection scheme tsiggkyer THiS means it retransmits HiBATA packet once when no
a relay selection on a given link strictly periodically atenvals ~CK i received fromD within time Tycc. When the timele

Twe independent of the current relay performance. expires, a new relay selection process starts. ,
In this article only basic retransmission schemes without

bit-level combining of failed packets @ are considered. The

S R; D S R; D presented cooperative relaying protocols can also bereefer
S_RREQ (bc) DATA (mc) e to as cooperative Automatic Repeat-reQuest (ARQ) progocol
rand(0 w)? TACKf DATA /W Information.combining can slightly.increase thg perforp_ran

« ’ R_CAND > »  of the relaying (see [24], [33]) but in turn requires additb
&8 " P ACK (mc)] computational resources and is out of scope of this article.
< _RSEL ) ack| The introduced periodic relay selection can be considesed a
-« D RSEL ;ATA (me) a more general and practical adaptation of proactive reday s
> »| lection described in [34], where a new relay is selectedreefo
B TACKX‘ACK (mc)| eachDATA transmission. As explained later in Section IV, a
. ACK | tradeoff between delivery ratio and selection overheadbean
(a) Relay selection B (b) Relay retransmission achieved by varyindse. WhenTse — oo, a relay is selected

only once and does not change over the network operation

Fig. 1. Message flow for periodic and adaptive relay selacf&), and relay time. Such a case is considered in [20]

operation after its selection (b).

Fig. 1a shows the implementation of this selection schenfé. Adaptive Relay Selection
A source S broadcasts a relay request mess&dRREQ, In the adaptive relay selection scheme, a new relay sefectio
which also includes the ID of the destination nodk for is triggered depending on the recent delivery ratio perforoe
the following DATA packets. Here, (bc) and (mc) stand fopver the cooperative linkS keeps track of acknowledgments
broadcast and multicast, respectively. All nodes thativece for transmitted DATA packets. If theACK for a DATA is
this request message (excep) start a random timef, = missing, it assumes that neith8rnor the currently assigned
rand0,w) for a transmission in the following contentionrelay R; could deliver theDATA.
window of durationw. When the timer of a node expires, the Only the W, most recent packets are taken into account.
node sends a candidate messRgEAND to D. This message If the ratio of missingACKs from thesell; DATA packets is
includes the LQI value measured on tBe RREQ received equal or higher tham,, a new relay selection is triggered, and
from S and the value ofv — T so thatD can identify the end a new count of missing acknowledgments begins. Parameters
of the contention window even if it does not rece8eRREQ. W, and ¢, define how sensitive the protocol is to losses
Nodes whose candidate messdgeCAND is received atD on communication links. I, = 1/W,, a new selection is
form a relay candidate set. When the contention end€) triggered after each missir@CK. Another extreme i, = 1,
evaluates the end-to-end link for each candidate fi@de R where a relay selection is triggered when &H, are not
by taking the minimum of two LQI values: acknowledged. The adaptive relay selection tries to adapt t
. changing channels and minimize the number of resultingrela
Qi = min(@sr,, Qr.p), (1) selections. Besides the difference in the timing of updates
whereQsg, andQg,p are the LQI values fron$ to R; and cooperative relaying with adaptive relay selection opeyan
from R, to D, respectively [17]. A nod&; is selected as relay the same way as shown in Fig. 1.



This adaptive selection can be considered as a generalizatias been broadcasted, some surrounding nodes might have

of switch-and-stay selection [19]. In that scheme, a neayrelreceived it. The nodes that received b&hRREQ from S
is selected when the overall SNR over the cooperative ligind the correspondindCK from D start a random timer
with a given relay drops below a certain threshold. Anothdf,, = rand0,w). They forward ACK to S upon timer ex-
adaptive scheme is analyzed in [20], where relay selecfongiration. Some nodes that recei8eRREQ and the requested
triggered whenever neithét nor the current relay® are able DATA, but do not receive the correspondiAgK from D still
to deliver theDATA to D. In the adaptive selection presentedendR_CAND to D, but D ignores such messages based on
in this article, this can be the case whdn, =1 ande; = 1. the requested packet ID. In this wa3CK can be delivered to
The impact of the parametel®, ande, on the delivery ratio S, and an unnecessary retransmissiorDATA is avoided.
and number of triggered selections is studied in Section IV.

I11. NETWORK SETUP AND PERFORMANCEMETRICS

C. Reactive Relay Selection All cooperative relaying protocols are implemented on
Reactive relay selection is triggered after each failedatir 16/0SB nodes [35]. These devices are compatible with IEEE

transmission of @DATA packet fromS to D [17]. Its clear 802.15.4 —a standard _designed for comm_unication of low-
benefit is the full use of selection diversity among all péisgn POWer devices. The devices operate on unlicensed frequency
relay candidates on all failed direct packets. In this ketioe bands at 2.4 GHz and provide a transmission rate of 250 kbit/s

propose to trigger a reactive relay selection $yf no ACK The physical layer of IEEE 802.15.4 is glso us_ed in Wire-
from D is received within timeTe, as it is shown in Fig. 2. 1€SSHART and ISA100.11a standards for industrial WSNs.
In this way, reactive relaying can be used in non-periodic
transmissions, and the delivery AEKs is ensured, which can
be critical in some control applications.

S R; D S R D £
DATA (be) | ‘W DATA (be) | S0
SN e rmeo el N. of ACK (be)|o
& [,,|S_RREQ (bo) SR - 3
: rand(0,w) R_CAND |;_ DATA (bc)
g > >
: D_RSEL ki ¥ ir/rv ACK (bc) § _
N R N B W ER . "
ACK (mg rand((),w)% Fig. 3. Factory layout and deployed sensor network.
B B . ACK
» ACK

Seven nodes are deployed inside a production plant of
a packaging company. The layout of the plant is shown
Fig. 2. Message flow for cooperative relaying with reactigly selection. schematically in Fig. 3. The production environment cassis

of multiple shielded and unshielded machines (gray aréas) t

SourcesS broadcasts aB_RREQmessage each time it doesut and transport cardboard packages. Up to a dozen of human
not receive anACK for its direct DATA transmission toD. operators and three forklifts move inside the plant durimg t
This message includes the ID &f and the sequence ID of measurements. Dashed areas are the storage spaces.
the correspondin@ATA packet. Only nodes receiving both the  Two main performance metrics for comparison of the
requestedATA and followingS_RREQcontend for selection. protocols are: 1)delivery ratio of DATA packets toD and

There are two cases for missifgKs. First, as shown in 2) number of relay selection attempts showing the overall
Fig. 2a, theDATA is not delivered toD. In such a case, selection overhead.

similar to the contention procedure of periodic and adaptiv
relay selection in F|g 1a, each of the relay candidategsstar IV. TRACE-BASED ANALYSIS OF SYSTEM PARAMETERS
a random timerT,, = rand0,w). Upon its expiration, the
node sends aR_CAND message t@. Node D selects a relay
based on (1). After the selected relay receives the confiomat
messag® RSEL, it starts transmitting its copy d)ATA back
to D. If D does not receive arfg_CAND but receivessS RREQ
from the source, it sends B RSEL message taS, and S
retransmits itsDATA. After the retransmission, the selecte
relay R, waits for an ACK from D. Upon receiving it,R;
forwards theACK to S. A. Experiment Description

The second case, as shown in Fig. 2b, occurs wHeATA The most distant node 6 is set as souscand sends BATA
from S has been delivered t®, but the correspondingCK packet toD every 160 ms. All other nodese {1,2,3,4,5}
has not been received by. As a result, after timel,c, listen to theDATA from S and, upon receiving it, log its LQI
S sendsS_RREQ for relay selection. However, sincACK and relay the packet t@ after 15 - ims to avoid collisions

(a) D fails to receiveDATA from S (b) D receivesDATA from S

The protocol performance depends on protocol parameters
and the number and location of potential relays. Experialent
comparison over such a wide range of settings is hardly
possible. A broadcast-based experiment was conducted that
enables us temulate the operation of cooperative relaying
gvith different parameters based on the logged data.
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Fig. 5. Delivery ratio with periodic relay selection as a dtion of relay

Fig. 4. Delivery ratio of various retransmission protocots flifferent update interval.

combinations of surrounding nodes.

with other nodes. The packets receivedatare stored with threshold of five losDATA packets £z = 0.1) in the window
their LQI values and the transmitter IDs. In total, 50 @@TA  Of Wa = 50 most recently sent packets is reached.
packets are transmitted L. Fig. 4 shows that all cooperative schemes perform better

Based on the stored data for each packet transmittel byfhian non-cooperative ones with one exception when only
one can a) identify whether a packet is deliveredtwia relay node 3 can serve as relay. This node appears to have a very
nodei or not, and b) determine the node with the maxim@m weak link to S, and, therefore, cannot relay tBATAto D in
according to (1). As a result, one can emulate the operafiondeliable manner. As a result, cooperative schemes provide
the protocols with the obtained traces and vary the protod#arly the same delivery ratio as time diversity. Another
parameters arbitrarily [36]. The drawback of this method Rbservation in Fig. 4 is that, for a given cooperative scheme
that it does not involve real relay selection through cotiven and a giverC', the fluctuation in delivery ratio within the group
but follows rather idealistic assumptions based on chanrfé|different node combinations is the highest 6= 1 relay
information. The main advantage compared to a compufé@de- It decreases with growing number of available nddes
simulation is that it uses real channel measurements. and almost flattens out fa’ = 4.

The three cooperative protocols are also compared with twoNext, Fig. 5 shows the impact of the update interfiak
non-cooperative schemes: sipgle direct transmission by S on the resulting delivery ratio with periodic relay selecti
and b)time diversity — a single retransmission by done The curves for different number of nodés represent the
when the first transmission does not succeed (i.e.A@4 mean values over all possible combinations of nodes with the
from the D is not received within timé& ). In this section, sameC. If only one relay is available, the delivery ratio almost
we consider time diversity with a retransmission, iBATAis does not change for increasing selection period, sincee ther

dropped if it is not delivered with the retransmission. Npié are no better relays to switch to. The slight degrade can be
retransmissions are studied in Section V. explained by intervals when a relay is not selected after the
limit of L =5 attempts, and the protocol operates without an
assisting relay for the nexvse packets.

B. Results A significant improvement in mean delivery ratio is ob-
Fig. 4 shows the mean delivery ratio of cooperative relayirgerved when the number of relays increases ftom 1 to 2

for 31 unique possible combinations of nodes that can bad 3. The difference between the curvesbe= 4 and5 is

relays. For a givenl < C < 5, (g) unigue combinations hardly noticeable, and, therefore, only the curve @oe= 5 is

of available relay nodes can be formed. Each nodei 1B plotted. This confirms the trend shown theoretically in [20]

{1,2,...,5} used in a given combination serves as a digit tdsel = 1, a relay selection is performed at edoATA packet.

form the smallest number. E.g., the number 235 corresportdewever, for cases with' > 1, already a change of the update

to the combination of nodes with IDs 2, 3, and 5. It meareriod to two packets significantly reduces the deliverjorat

that for this case only these three nodes are considerengduliVith further increase of the selection period, the delivertjo

the selection of a relaying node while all other nodes in tregrades only slowly (consider the logarithmic scale ofithe

network are ignored. All such unique numbers are then sortaxis). The selection of a wrong relay or no selection of ayrela

in ascending order and assigned combination IDs from 1 &b all can have significant impact on the delivery ratio ahhig

31 for simpler representation in the figure. Nser in our data set of 50 000 packets. As a result, fluctuations
With the periodic scheme a new selection is triggered eveify the delivery ratio can be seen.

Tsel = 32 seconds (here, it correspondsig, = 200 packets).  The number of relay selections p&ATA packet with

With the adaptive scheme a relay update is performed whepexiodic relay selection is found to be proportionalltVse



0.9 : : : : : : : : : 0.9
C=5 1 ‘‘‘‘‘‘ ks NSRS A . Ve = B vy
0.851 c=3 " | 085{ C =2 C =345 i
k) A ) —
© C=2 \ ©
> >
S 0.87 S 0.87
= =
o o
© ©
0.751 F 0.751
C=1 C=1
0.7 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ 0.7 ‘ ‘ : : ‘
0 0.2 0.4 0.6 0.8 1 0 50 100 150 200 250 300
error rate thresholds, window size,IW,
Fig. 6. Delivery ratio with adaptive relay selection as adimn of error Fig. 8. Delivery ratio with adaptive relay selection as adtion of adaptive
rate threshold over 50 transmitt@ATA packets. window Wy ateg = 0.1.
" 2}
= Q
ch) {) 102
§ 102 g
e o
54 °
T 105 o
o S
g oo
— (]
g 10°7 o
%) c
3 3
S 10! 1 @
() T 4
2 o 10
ot 5
o 107 5
@ a
2 IS
IS S
2 10°° ——— s 10! ‘ ‘ ‘ ‘ ‘
0 0.2 0.4 0.6 0.8 1 0 50 100 150 200 250 300
error rate thresholds, window size,IW,

Fig. 7. Number of triggered relay selection attempts with #idaprelay Fig. 9. Number of triggered relay selections as a functiordaipdive window
selection per 100 transmitteATA packets. Wa with €3 = 0.1.

and is nearly the same for all'. It is only slightly higher fewer selections are triggered with highgrand C.
when only a single node is availabl€ (= 1), since more  The impact of the window sizé&/’; on delivery ratio, for
attempts are required when the only node is not availalgéven C' and e,, is shown in Fig. 8. It can be seen that an
for selection. The corresponding figure is omitted here. ihcreasinglW, reduces the delivery ratio only slightly. This is
can be concluded that the overall selection overhead candue to the fact that errors occur in bursts. A larger window
decreased significantly by increasing the selection pewitid tolerates more packet errors, but this has only small etiact
only moderate degrade in delivery ratio. the delivery ratio as long as a new relay selection is trigder
Fig. 6 shows the impact of the threshold error ratevithin  If 4 is larger, there will be a larger effect &, on the delivery
the window of W, = 50 most recently sent packets in adaptivéatio (figure omitted).
relay selection. The allowed error ratg varies from1/W, Finally, Fig. 9 shows the number of adaptively triggered
(when a relay is updated immediately after the first delivemglay selections as a function d#,. Here, the threshold
failure on the cooperative link) to 1 (when a relay is seldcteerror ratee, is fixed to 0.1. With growingiV, the number of
only when allWW, packets fail). Clearly, the delivery ratio isselections reduces since more errors on the cooperatike lin
the highest when the triggering error ratecis= 1/W,, but it have to take place to trigger a new relay selection. It can be
is still lower than the one of the reactive selection schefhe. concluded that an increase Wi, ande, reduces significantly
delivery ratio decreases slowly faf > 1 since the window of the overall selection overhead and only slightly degradies t
50 packets ensures that long outage intervals are not tiederadelivery ratio.
Whene, becomes larger than 80 %, however, the delivery ratio The presented results imply that network and protocol
starts dropping significantly as relay selections become ra settings can be adjusted to fit the requirements on religbili
The number of selection attempts versus the tolerated eremd overhead of various WSN applications, and support trends
rate is plotted in Fig. 7. The results show that significantlgnalytically studied in [19] and [20].



V. EXPERIMENTAL ASSESSMENT OFPROTOCOL The size ofDATA and ACK packets is 127 and 19 bytes, re-
PERFORMANCE spectively, including MAC and PHY layer overhead. All other
coordination messages are 24 bytes long. The transmission
] ) ) o power is—4 dBm for all packets.
The purpose of this experiment is to empirically evaluate Tpe experiment was performed on three days for 12 hours
and compare the performance of the proposed cooperaijfeach day. In total 810 0ODATA packets were transmitted
relaying schemes in a real-world setting. The network S&upp,, source nodes over the network within 36 hours. This result

the same as in Fig. 3. All six nodes (with IDs= {1,...,6}) j5 33750 packets for each retransmission scheme on each link
are used as source nodes to s@Ad A to the destinatiorD. to D over six hours of measurement time.

This reflects a typical setup of a wireless sensor networkehe
remote sensors monitor the environment and report data t%a
sink. :
In the experiment each source node generates and transmitshe mean measured values for delivery ratio and number
K = 45000 DATA packets. For better analysis of individuaPf selections per 100 transmitted packets over all links are
links, the operation of each source node is separated in tifiéllected in Table I. Note that these results are differeornf
i.e., node 2 starts transmitting IBATA packets only after node the respective values in Fig. 4 since only one source node
1 finished sending all itss packets, and so on. In this waywas considered in the previous section. Confidence interval
the performance of individual links is tested avoiding nuedi Of 5% and 95 % are obtained using the moving block bootstrap
access and interference aspects, which are out of scopésof faethod suited to correlated time series [39].
article but covered, e.g., in [37] and [38]. TABLE |
To compare three cooperative relaying protocols explained DELIVERY RATIO AND PROTOCOL OVERHEAD
earlier, they are executed sequentially as shown in Fig. 10.

A. Experiment Description

Overall Protocol Performance

delivery ratio selections per 100 pkts

160ms _ _ 160ms 160ms . _ 160ms

- - . - I 5% mean 95% 5% mean 95%
time div. periodic adaptive reactive time div.

tim: single direct tx.  0.806 0.812 0.817 — — —
time div., 1 retx. 0.847 0.853 0.858 — — —
Fig. 10. Sequential execution of cooperative relayinggmols with different time div.,, 2 retx. 0.854 0.860 0.865 — — —

relay selection schemes. time div., 3retx. 0.860 0.865 0.870 — — —
time div., 4 retx. 0.863 0.868 0.873 — — —

A new DATA packet is generated at the source every 160 ms. periodic  0.967 0.969 0971 1.00 1.03 1.04
Depending on the packet sequence nuniber{1,2,3,...}, adaptive 0978 0.979 0980 1.00 1.07 1.12
packets are handled by a certain retransmission protocol: reactive 0.988 0989 0989 21.85 2259 2322

« Time diversity: packets,5,...,1+4(k—1),..., K —3,

« Periodic: packetg,6,...,2 +4(k —1),..., K —2, For time diversity, the impact of the maximum number of

- Adaptive: packets, 7,...,3 + Ak —=1),..., K -1, allowed retransmissions is shown. Additional retransioiss

« Reactive: packets, 8, ..., 4+ 4(k—1),..., K. by the source provide a clear gain in the delivery ratio

Thus, the protocols are executed completely independentlympared to a single direct transmission. However, theekirg
from each other within allocated time frames of 160ms. gain is achieved with the first retransmission, while furthe
For a given protocol, packets are generated periodicaligtransmissions do not bring a significant benefit. This show
every 640ms, which may correspond to a typical applicatiahat although an occasional packet failure might be re@aler
for a monitoring process. The execution of different protec by an immediate source retransmission, most outage events
is just shifted in time with respect to each other by 160, 326n direct source-destination channels are of longer drati
and 480 ms. Such sequential independent testing of pratoomhere time diversity retransmissions are ineffective.
provides a fair comparison of their performance. Table | also shows that all cooperative schemes outperform
The time diversity protocol is implemented in its own timaon-cooperative ones in terms of delivery ratio. Coopeeati
slot. Here, aDATA packet is retransmitted by the currentlyrelaying with reactive selection provides the mean dejiver
active source node if it does not receive the correspondirgtio of nearly 99 %. The number of relay selection attempts
ACK within Tack = 20ms time. Up to four retransmissionsreflects how much coordination overhead is necessary during
by the source are allowed within its 160 ms time slot. the protocol operation. Here, periodic and adaptive selest
Periodic relay selection is performé&g, = 64 seconds after perform very similar. For periodic relay selection, the rogm
the previous successful periodic selection. For convesien of selections in a sample is slightly different than the eteé
is also expressed as the expected numbebDAFA packets constant 1/100 since up to five relay selection attempts ean b
transmitted with a periodically selected relayse = 100. performed until a relay is successfully selected. Cooperat
The maximum number of selection attemgtds set to five. relaying with reactive selection requires significantly rmo
Adaptive relay selection is triggered if more than fik€Ks relay updates than the two other schemes since relay selecti
are not received by the source for tH&, = 100 most recent is triggered at each failedCK message.
transmissionssg = 0.05). The contention window is 30 ms. Table 1l shows some additional data on relay selection. On



TABLE I

ADDITIONAL PERFORMANCEMETRICS 10°
periodic adaptive reactive
number of candidates 3.69 3.86 3.43 1071 st = -
selection success 0.94 0.91 0.92 o ) ) o
successful relaying (when selected) 0.78 0.82 0.95 D glngle 'dlrec':t transmission
N time diversity
periodic o
o ] ] 10721 _ _ _ adaptive e
average, 3.43 nodes participate in the relay selectionegsoc reactive _
for reactive relay update, which is slightly less than byiquic ¢
and adaptive relay selections. This is due to the fact thtt wi ,J
the reactive scheme only nodes that receive WARA and 103 —_—t ‘ —
S_RREQfrom S participate in the contention. This is different 0 0.2 0.4 0.6 0.8 1
for periodic and adaptive selections, where, as shown inJFig delivery ratio in a sample
all nodes that receive & RREQ message fronb participate Fig. 11. Delivery ratio in a sample of 100 packets.
in contention for serving as relay.
The success of relay selection is above 90%. Here, for .
periodic and adaptive schemes, a relay selection is countec —F—= = ..
as successful when the selected node receive DtHRSEL = ¥
from D. For the reactive scheme, only selections triggered by 0.81 _ A
failed DATA packets are considered. B A
Finally, the last row shows how successful the relays are in> 0.61 »/1/
retransmitting theDATA packets to the destination. Adaptive % /{/ - _x— - time diversity
and periodic relay updates provide similar performancecRe © g 4; {/ periodic
tive relay selection results in significantly improved eey g 7 — & — adaptive
delivery ratio, since the best relay is selected at eackdail ~ 021 /f/ — A reactive
direct transmission. |4
0l ,
C. Short-Term Protocol Behavior 0o 02 04 06 08 1

Besides taking into account the time average of performance
metrics over the whole duration of the experiment, we camsi

delivery ratio by a single direct transmission in a sample

dFig. 12. Total delivery ratio for cooperative and time divgrsetransmission

short-term behavior as well. Such analysis is important Fotocols as a function of delivery ratio by single direarismission.
reveal short communication outages, which can be critimal f

monitoring and control applications.

For a given selection schemBATA packets are indexed by size m over the sequencs(;, the delivery ratio over short-
jefl,..., K}, whereK), = K/4 = 11250 is the number term intervals on the communication lirkcan be calculated.
of packets transmitted for each scheme on one day. TAesample size ofnn = 100 is used, which corresponds to a

binary sequenceY; = {X;(j)}1%, = {Xi(1),...,Xi(K,)}

describes the packet delivery from souice {1,2,...,6} to
D by the given protocol:
. 1,
Xi(j) = {

packet; is delivered
packet;j is not delivered

2
0 2)
A subsequence;(jo,m) € X; of lengthm € {1,..., K,}
is defined asX;(jo,m) = {X;(j)" ", wherejy is the
starting index of the subsequence M. In this article the

subsequencg; (jo, m) is also referred to as a sample.

The mean over the values in a sample is

1 Jo+m—1

Jj=Jo

Xi(jo,m) = ©))

sample period of;,, = 64 s. The samples collected over three
days of experiments are considered jointly, which corragpo
to more than 800000 sample overall.

Fig. 11 shows the cumulative distribution function (CDF)
for the delivery ratio of each protocol within a samplenof=
100 transmittedDATA packets according to (3). More than
10% of all samples have a delivery ratio of less than 50 % for
direct transmissions. Time diversity retransmission ionps
the delivery ratio significantly only if the direct deliveratio
is higher than 90%. When the direct delivery ratio is lower
than 50 %, the direct channel remains bad most of the time,
and time diversity retransmissions provide hardly any biene
In contrast, all cooperative protocols achieve a significgin
in delivery ratio. Reactive relay selection provides thghleist
delivery ratio in a sample window, and the adaptive update

which corresponds to the packet delivery ratio in the sampteheme performs just marginally better than the periodi on
for a given protocol. It also applies to single direct trans- Fig. 12 gives another comparison of the delivery ratio on
mission and time diversity. By incrementing from 0 to the sample level. The delivery ratio of a given protocol inlea

K, —m+1, i.e., by sliding the sample window of a givensample is plotted versus the delivery ratio of a single direc



transmission in the same sample. To avoid plotting more thatilizing the selection diversity among surrounding nodess

800 000 scattered points on the graph, the points are aaflectobust communication comes at significant signaling casts i
according to thes-axis value into ten groups with boundarieserms of selection overhead — about 20 times more selections
01(v—-1) <z <0.dv, forv=1,...,9, and0.1(v — 1) < are required than by adaptive relay selection. Additignall

x < 0.1v for v = 10. Within each such group, the arithmetiowith cooperative relaying nearly all packets are delivered
means overr and y values are calculated and plotted alongithin the allocated time slot, and only few packets reqaile
with 25% and 75 % quantiles of the data distribution. ditional retransmissions. With respect to energy consignpt

As can be expected, the performance of time diversity ilsshould be mentioned that reactive relay selection reguir
clearly correlated to the direct delivery ratio on thaxis. In other nodes to listen to alb-D transmissions, which can
contrast, the performance of all cooperative schemes @sanfje energy inefficient [20]. Adaptive relay selection regsir
only slightly. Therefore, cooperative relaying proves te bsimilar overall selection overhead as periodic selectioh b
also beneficial at short time intervals when 8nD channel provides better delivery ratio.
suffers from deep outage. Reactive selection providetslig
better delivery ratio than other relay update schemes. dé&m VI. CONCLUSIONS
delivery ratio never falls below 90 %.

Next we assume that eadDATA packet, which is not
delivered toD in its 160 ms slot, is transmitted again in th
next time slot of a given protocol. This enables us to deteemi
the number of required retransmission rounds until DAg A
is delivered taD for each protocol. It can also be defined as th
outage duration (wheiX;(j) = 0) between two consecutive
successful packet deliverieX((;j) = 1) for a given protocol.

Fig. 13 shows the empirical CDF for the number o
necessary retransmission rounds ubTA packet delivery
to D. Nearly 60% of all failed packets can be successful

This article analyzed three selective cooperative retayin
éarotocols with different relay selection schemes: pedpodi
adaptive, and reactive. These protocols have been imptechen
in IEEE 802.15.4-compatible devices and deployed in an
igdustrial production plant. Performance tests were cotetl
in a way to allow direct comparison of cooperative and non-
cooperative protocols for periodic monitoring processean
ilndustrial wireless sensor network.

Results show that selective cooperative relaying outpes$o

nventional time diversity retransmissions and can pi®vi

ean delivery ratio close to 99 % over the whole network. The
most significant performance increase takes place ovet-shor

1] ‘ U el term intervals when the direct delivery ratio is low. Hetee t
&= XXX%X"’“‘ I delivery ratio of cooperative relaying does not fall belo@28
09l¥ = | even when the direct delivery ratio is very low over the same
Va | intervals. The number of retransmissions is also dranibtica
x reduced by cooperative relaying — nearly all failed source
- 0.8 %,/ —x— - time diversity | packets are delivered with three or less retransmissions.
° / periodic I Relay selection parameters were investigated in different
071, — = — adaptive I network topologies via protocol emulation based on the em-
17 —=— reactive I pirical channel measurements. Typically, three availableys
0.61,/ i are sufficient for reliable performance; only marginal gain
in delivery ratio are achieved with more relay candidates.
o054 . The delivery ratio can also be increased by shorter selectio
100 10t 10% intervals Tse for periodic selection and a lower error rate
number of retransmission rounds thresholdz, for adaptive selection. However, even small gains

require significant additional relay selection overheatle T
tradeoff between delivery ratio and selection overheadtmus

delivered by the following time diversity retransmissigorh  °€ adjusted based on the application requirements. _
S. However, there are also longer outages where time diyersit 1he Presented results illustrate that selective cooperati
is not helpful. Such outages are particularly critical fodus- €aying is & viable technique for improving communication
trial control processes. All cooperative schemes outperfo 'éliability in industrial wireless sensor networks. In pau-
time diversity schemes in delivery ratio, and reactive yeld2, adaptive selection provides good tradeoff betweerh hig
selection performs best of all. It can be seen that less thd@ivery ratio and required selection overhead. The falgw
10 packets (out of 200000) would require more than pwigsues are subject for futur.e reseam_:h: g) mteg.ratlon MAC
retransmission rounds with adaptive or reactive scheméts, WANd routing protocols and into existing industrial standab)
the periodic selection scheme the number of packets wolgrformance evaluation in presence of interference, epat
be around several hundreds, which is still extremely lofjon With energy efficient sleep scheduling and evaluation o
However, when strict delay guarantees on mission-criticB'€rgy consumption.
messages are required, a closer integration with MAC, mgulti
and scheduling is required. REFERENCES
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Fig. 13. Number of retransmissions until packet delivery.
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