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ABSTRACT
In this paper, we investigate the bene�ts of time-series imaging
in load disaggregation, as we augment the wide-spread sequence–
to–sequence approach by a key element: an imaging block. The
approach presented in this paper converts an input sequence to
an image, which in turn serves as input to a modi�ed version of a
common Denoising Autoencoder architecture used in load disag-
gregation. Based on these input images, the Autoencoder estimates
the power consumption of a particular appliance. The main contri-
bution presented in this paper is a comparison study between three
common imaging techniques: Gramian Angular Fields, Markov
Transition Fields, and Recurrence Plots. Further, we assess the per-
formance of our augmented networks by a comparison with two
benchmarking implementations, one based on Markov Models and
the other one being a common Denoising Autoencoder. The out-
come of our study reveals that in 19 of 24 cases, the considered
augmentation techniques provide improved performance over the
baseline implementation. Further, the �ndings presented in this pa-
per indicate that the Gramian Angular Field could be better suited,
though the Recurrence Plot was observed to be a viable alternative
in some cases.

CCS CONCEPTS
• Computing methodologies → Machine learning; Image pro-
cessing; Image representations; • Hardware→ Smart grid.
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1 INTRODUCTION
Non-Intrusive Load Monitoring (NILM), or load disaggregation,
describes the problem of identifying electrical appliances within
a time series, which is typically provided by an energy meter [9].
Ever since NILM was introduced, data analysis techniques have
been considered for adoption to improve estimation performance.
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Recently, data augmentation from 1D to 2D representation has
received increased interest.

Many load disaggregation techniques perform sequence–to–
sequence mapping in the sense that the technique learns to re-
construct the time series of a particular household appliance on
the basis of one-dimensional input, a time series of a smart meter.
Prominent examples are autoencoders as in [13] and, more recently,
sequence–to–sequence estimation [21]. While it was demonstrated
that such techniques can provide decent performance under cer-
tain conditions [18], a recent study �nds that further research is
required to close the performance gap to existing load disaggrega-
tion algorithms [8]. Inspired by the success of time-series imaging
in related research �elds [7, 10], we suspect that looking beyond
one-dimensional NILM could bear the potential to close this per-
formance gap. In particular, we propose to augment the existing
sequence–to–sequence approach by a key element: image trans-
forms.

In this paper, we explore the use of three time-series imaging
techniques for low-frequency load disaggregation (i.e. sampling
intervals in the range of 1 s to 60 s). We present an experimental
setup consisting of an image transform stage followed by a de-
noising autoencoder, as we strive to evaluate if augmenting the
sequence–to–sequence learning approach with image transforms
results in enhanced performance. Further, we aim to identify the
most promising type of time-series imaging.

The remainder of the paper is organized as follows: Section 2
discusses related work with regard to the application of image
transforms in NILM. Section 3 introduces the image transforms
considered and the experimental setup applied in our investigations.
Section 4 presents the outcome of our evaluation. Section 5 con-
cludes the paper. Auxiliary material as well as the implementation
of our setup can be obtained from our online repository1.

2 RELATEDWORK
Image representations of time series have received some attention in
NILM. The authors of [2] represent the plots of the current-voltage
trajectory as binary images from which they extract contours by
using the marching squares algorithm. Once the contours are ex-
tracted, they calculate their elliptic Fourier descriptors which serve
as input to a classi�er. In a follow-up investigation, the authors
examine the automated detection of unknown appliances in the
household using the same VI (Voltage–Current) binary images [3].
Those VI images are mapped to a new feature space learned by
Siamese neural networks. To improve load disaggregation based on
VI features, a weighted recurrence plot was proposed in [6], where
the values of the matrix are no more binary but rather in a speci�ed
interval. Thus, this approach aims to reduce information loss.

1https://github.com/BHafsa/image-nilm
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In [20], the authors proposed the use of data sampled at a high
rate to formulate sequences of the current waveform as a one-
channel image that serves as an input of a CNN to classify appli-
ance’s consumption. To overcome the vanishing gradient problem,
a residual model was proposed in [11] to classify appliance’s states
using the Gramian Angular Field (GAF) representation of high-
frequency power measurements.

In [15], the authors proposed to encode low-frequency power
measurements as images using GAF. Once the time series is con-
verted, its image representation is fed to a pre-trained network, a
VGG16 in this case. This step is followed by a classi�er that detects
appliances states (ON/OFF). Though the experiments presented in
this study are promising, they are limited to a single appliance, a
fridge. The authors of [16] also adopted the GAF representation to
train CNNs on the encoded images and perform load disaggrega-
tion. However, in the latter approach the target consumption was
represented in polar coordinates.

From a general point of view, NILM scholarship has considered
image representations. However, some promising imaging tech-
niques, such as MTF [19], have not been considered at all. Further-
more, we claim that scholars have not unlocked the full potential
of time series consisting of power readings in this context, as the
majority of energy meters provides data in this particular form. We
identify the need for a comparison study of image transforms for
this kind of time series. The main motivation of this contribution
is to close this gap by identifying the most promising imaging tech-
nique in the context of load disaggregation for sampling intervals
in the range of 1 s to 60 s.

3 TIME SERIES IMAGING FOR NILM
A considerable number of load disaggregation techniques perform
a sequence–to–sequence mapping between an input sequence (ag-
gregate power readings) and an output sequence that consists of
power readings associated with a particular electrical appliance
[13, 21]. In our experimental setup, we augment this pipeline with
a 1D-2D transform: a time series imaging block. Fig. 1a shows the
big picture of our approach. The neural network takes as input the
image representation of a sequence of power values obtained by
a sliding window. The role of the neural network is to learn the
mapping between the image representation and the corresponding
appliance sequence. In Fig. 1b, we illustrate the architecture of the
network embedded in our implementation. We adapted the Denois-
ing Autoencoder (DAE) presented in [12], where our adaptation
consisted of changing the �rst layer from a 1D convolutional layer
into a 2D convolutional layer. This way, we minimize the e�ect of
the network on the disaggregation results, as we strive to measure
the in�uence of the 2D representation in our investigation. The
output layer gives a sequence of values representing the power
consumption of the target appliance.

In the course of experimental evaluations, we aim to identify the
most promising imaging technique for a disaggregation pipeline
as depicted in Fig. 1a. We incorporate three imaging techniques
provided by [5]:

The Gramian Angular Field [19] is a square image representation
of the input sequence. It preserves temporal dependencies between
di�erent instants of the sequence, as the time increases with the
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Figure 1: The experimental setup in this work

position (from top-left to bottom-right). This approach comprises
two main techniques: Gramian Angular Summation Field (GASF)
and Gramian Angular Di�erence Field (GADF). In this work, we
consider GASF only. To construct this representation, the input data
is �rst scaled using a min-max normalization and then represented
in the polar coordinate system. The �nal elements of the 2D repre-
sentation consist of the angular cosine function of the sum between
each two points which help to identify temporal correlations.

A Markov Transition Field [19] generates images that consist of
transition probabilities. A Markov Transition Field (MTF) identi�es
the Q quantile bins from the input sequence X (based on the mag-
nitude) and assigns each element of the sequence xi to a quantile
qj . Each element of the Markov matrix represents the transition
probability from quantile qi to quantile qj . The �nal MTF repre-
sentation is constructed as a matrix whose elements Mi j represent
the probability of transition from the quantile of the value xi to the
quantile of the value x j .

The Recurrence Plot [4] is a binary representation of a similar-
ity measure between the instants of the input sequence X. In our
work, we consider the Euclidean distance. To construct the image
representation, the distance between each two instants is calculated.
Afterwards, a pre-de�ned threshold is subtracted from these values
which are than transformed to binary values with the Heaviside
function.

We provide three sample images created from 150min of smart
meter data in Fig. 2 to get a basic understanding of how images
obtained from GASF, MTF and RP di�er. All three transforms gen-
erate symmetric images where the value of a pixel gives insights
on the similarity between two instants.
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Figure 2: The output of common time-series imaging techniques applied to 150 minutes of smart meter data

4 EVALUATION
We considered data from three di�erent energy consumption datasets
in this study: REFIT [17], SynD [14], and UK-DALE [13]. For one
household per dataset, we selected four common household appli-
ances: dishwasher, fridge, microwave and washing machine. We
extracted a subset of 105 days, which we split into 90 days to serve
as training set and the remaining 15 days to evaluate our algo-
rithms on. We applied a sampling interval of 10 s throughout our
investigation.

The experimental setup was designed to be fully compatible
to NILMTK [1], a NILM toolkit for reproducible experiments. We
incorporate implementations of GAF, MTF, and RP provided by
the PyTS package [5]. In order to get a broader understanding of
the performance of our network, we benchmark the outcome of
our experiments to the Factorial Hidden Markov Model (FHMM)
and the Denoising Autoencoder (DAE) approaches provided by
NILMTK. We trained DAE as well as our augmented network for
20 epochs each. To be precise, we trained one network for every
image transform and every appliance.

In accordance with previous studies [12], we set the input time
window to 20min for fridges and microwaves, whereas we selected
a time window of 30min for dishwashers and washing machines.

We employ two metrics to measure how well the disaggregated
data resembles the actual power consumption. The Mean Average
Error (MAE) for an appliance i is de�ned as

MAE(i ) =
1
N
·

N−1∑
t=0
|ŷ
(i )
t − y

(i )
t | (1)

where, yt is the actual power consumption, ŷt is the estimated
power consumption, and N represents the number of samples. As
absolute measure, MAE is reported in Watts. In addition to MAE,
we report a normalized metric, the Normalized Disaggregation Error
(NDE):

NDE(i ) =

√√√√∑N−1
t=0 (ŷ

(i )
t − y

(i )
t )2∑N−1

t=0 (y
(i )
t )2

(2)

4.1 Results & Discussion
Table 1 summarizes the outcome of our experiments on houses of
three di�erent energy datasets: house 1 of SynD, house 6 of REFIT,
and house 1 of UK-DALE. We observe that the baseline DAE as well
as our augmented networks clearly outperform the FHMM in every
single case. More interestingly, the outcome of our investigation
shows that in 19 of 24 test runs, the networks augmented by time-
series imaging provide better disaggregation performance than the
baseline DAE, which di�ers from the augmented networks in one
layer only. We measure considerable improvements in the case of
the fridges in SynD and UK-DALE for all three image transforms.
Exceptions to this strong trend, however, can be identi�ed. The
dishwasher in SynD and UK-DALE shows better performance in
case of the conventional DAE for both metrics as well as the mi-
crowave in REFIT with regard to the NDE metric. We suspect this
is due to di�erences in terms of optimal hyper-parameters between
DAE and our augmented network, as we used the same settings for
both approaches.

A comparison among the performance of the networks enhanced
by image transforms techniques (MTF, GAF, and RP) reveals that in
15 of 24 cases, the network augmented by GAF provides superior
performance compared to RP and MTF. We hypothesize that the
cosine function employed by the GAF representation may be better
in representing recurrent patterns in time series of household ap-
pliances and hence, boost the performance of the neural network
attached to it. It should be noted, however, that the network utiliz-
ing RP scores best in 8 of 24 cases, which indicates that this image
transform can provide an alternative to GAF in certain cases and
should not be neglected.

A limitation of data augmentation with time-series imaging lies
in increased demand of computational power and memory require-
ments compared to sequence–to–sequence approaches. While we
record enhanced performance as a result of the use of time series
imaging for the vast majority of test runs, it was observed that
this performance gain comes at the cost of considerably increased
training time. A promising but yet untested approach to overcome
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Table 1: Comparing the disaggregation performance of time series imaging techniques on three selected datasets

Mean Absolute Error (MAE) in Watts Normalized Disaggregation Error (NDE)

Appliance FHMM DAE DAE+MTF DAE+GAF DAE+RP FHMM DAE DAE+MTF DAE+GAF DAE+RP

fridge 8.6 22.2 2.0 1.46 1.6 0.64 0.80 0.15 0.19 0.14
dish washer 107.0 4.9 12.7 8.0 8.8 1.20 0.17 0.38 0.30 0.25

washing machine 66.3 11.7 9.4 10.3 6.9 1.06 0.35 0.28 0.28 0.23Sy
nD

1

microwave 56.3 2.3 1.4 1.1 1.4 4.99 0.99 0.88 0.74 0.85

fridge 32.7 27.0 25.4 24.2 24.3 1.22 0.88 0.86 0.84 0.85
dish washer 58.6 12.6 22.8 12.2 20.6 2.23 0.85 0.99 0.81 0.99

washing machine 227.4 8.8 9.2 7.4 6.4 2.33 0.96 0.85 0.74 0.69

RE
FI
T
6

microwave 381.9 7.6 8.9 5.8 9.9 5.21 0.71 0.99 0.79 0.95

fridge 60.0 46.3 32.8 26.9 30.4 1.17 0.80 0.66 0.58 0.63
dish washer 76.9 6.3 20.3 10.8 11.2 2.30 0.49 0.80 0.62 0.55

washing machine 233.5 14.5 36.2 13.9 11.9 1.61 0.38 0.71 0.36 0.33

U
K-
D
A
LE

1

microwave 71.4 9.5 11.5 7.5 9.9 2.51 0.76 0.99 0.64 0.96

this drawback could be to disable the image transform element in
the disaggregation pipeline for sub-sequences that contain minor
changes or turn out to be sequences of constants.

5 CONCLUSIONS
Inspired by the success of data augmentation techniques in related
work, we propose to augment the traditional sequence–to–sequence
approach in NILM by a key element: time series imaging. We com-
bine a modi�ed version of a common sequence–to–sequence tech-
nique, a Denoising Autoencoder, with an image transform element
to investigate the performance gain provided by this augmentation.
We �nd that in 19 of 24 test runs, this augmentation results in in-
creased disaggregation performance. Further, we observe that the
Gramian Angular Field outperformed other imaging techniques in
the vast majority of experiments, though there are indications that
Recurrence Plots could serve as a viable alternative in some cases.
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