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Abstract—An important building block in cooperative diversity The relay selection procedure plays a critical role in result-
is relay selection, which has to ensure that a well-suited node jng performance benefits of cooperative retransmissions. One
is employed as relay. The required coordination among nodes |5y [3] or multiple relays [4] should be selected from a set of
causes signaling overhead, which, in turn, can significantly . . . .
devalue performance benefits gained by cooperative diversity. A potential candidates qnd _aSS|gned to overh_ear and retransmit
relay update policy defines when a new relay is selected; it can messages to the destination. It was shown in [5] that already
balance the tradeoff between performance and overhead. cooperative diversity protocols with a single preassigned relay

This tradeoff is studied using mathematical methods. We are superior in outage probability compared to non-cooperative
consider three relay selection schemegermanent, reactive, and source-destination links.

adaptive, which have different relay update rules. We develop an
analytical framework using semi-Markov processes to evaluate .
the throughput and energy efficiency of cooperative Automatic A. Aspects of Relay Selection
Repeat reQuest (ARQ) protocols in time-correlated multipath Let us briefly discuss some design choices for relaying.
fading channels. Results reveal potential performance gains of 1) Which metrics determine the optimal relay candidate?
different selection schemes under various conditions. . Channel quality estimations between source, destination, and
The reactive and adaptive schemes make use of better-suited . - .
relays due to frequent selections. If their selection overhead, Potential relays are the most important and most used metrics
however, is significant, a permanent relay can achieve higher as they determine successful message delivery to the desti-
throughput due to negligible overhead. The impact of tempo- nation [3]. Further aspects, such as residual energy of the
ral correlation of fading channels on throughput and energy nodes [6], [7] or spatial efficiency [8] can also be included
efficiency is also shown. These insights can be applied foraS selection metrics to optimize network performance
development of cooperative communication protocols. . L
2) How are nodes coordinated?ost relay selection pro-
Index Terms—Cooperative communication, relay selection, posals are contention-based, i.e., surrounding nodes nominate
ARQ, semi-Markov process, fading. themselves in a distributed manner as relays either using timers
[9] or transmitting in a slotted contention window [10], [11].
[. INTRODUCTION The particular message exchange depends on application goals

IRELESS communications in multipath propagatioand the wireless technology.

environments suffers from fading. During a deep fade, 3) When is relay selection performe&elay selection can
correct data reception becomes impossible due to very I6& triggered by special events, e.g. failed packets, expired
signal power at the destination. In particular, in slow fadinimers. Various update rules can be used to select an optimal
channels, a communication link can remain in outage for lofiglay with low selection overhead.
time periods in the order of seconds [1]. The article at hand puts emphasis on the analysis of the

Cooperative diversity [2] is a retransmission technique airfird aspect—the impact of relay update policy and its timing
ing to decrease link outage rates by utilizing a relay nod throughput and energy efficiency. Moreover, our analysis
that overhears source-destination transmissions and forwdi@@ises on incremental relaying, i.e., relaying is performed
received messages to the destination. In this way, the desti¥en the destination is unable to decode the data sent by
tion gains additional signal diversity since it has the possibilijie source directly. Such incremental relaying is basically a
to obtain the same message via different paths. It is basicaigoperative automatic repeat request (ARQ) protocol [12] if
a form of spatial and temporal diversity. no signal combining [13] is employed. It is assumed here that
only one node at a time is selected to act as relay.

) o ) Three common selection schemes are compared:
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the source nor the currently active relay could delivdong asr is able to decode it. The authors consider error-

the message. correlated Nakagami» fading, and do not take into account

any relay selection aspects. The authors of [18] also assume

correlated Nakagamis fading, and derive guidelines for relay

] ) . selection and optimal power allocation. The authors of [19]
We propose an analytical framework using semi-Markqyonsider time-orthogonal transmissions for cooperative ARQ,

processes [14] to evaluate performance of cooperative ARfdt assume only permanent relay selection.

protocols in time-correlated fading channels. This framework v, et a1. [12] study cooperative ARQ protocols with reactive

provides expected throughput and energy efficiency of relayipngy selection based on feedback from destination. The result-

protocols taking into account relay selection overhead afigh nacket error rate after single retransmission is presented

energy required for transmitting and receiving data messaggshout consideration of the relay selection overhead.

Results are derived for a one-dimensional grid network with \124an et al. [20] analyze energy efficiency of cooperative

Rayleigh fading. They illustrate the tradeoff between througpé|aying with various relay selection rules. They take into

put and selection overhead with reactive and adaptive selgeqq nt the energy required for signaling and derive an optimal
tion. The throughput gain achieved through selection diversify e ction rule to maximize overall energy per message. Shah
can be dlmlnls_hed if selection delay is nonnegligible a_md relay . [21] analyze the tradeoff between selection duration
updates are triggered frequently. We also study the impact gy resyiting throughput and energy benefits from cooperative
time correlation of fading on throughput and energy efficiency.,ngmission. In contrast to incremental relaying, they assume
and derive close-form throughput expressions for two changly 5 yelay is selected after the source transmission and always
correlation bounds (quasi-static and i.i.d. channels). retransmits data to the destination. It is shown that selection

We treat this topic in a systematic manner using Wellyerhead can significantly decrease benefits of cooperation.

defined analytical methods. Although the analysis is limited The particular aspect of relay update rules in cooperative
to three selection schemes, the proposed framework is flexi 2 smissions has been addressed in [22] and [23]. In both
enough to be extendeq to suit o_ther cooperative retransmis%qﬁcles the active relay is changed when the resulting SNR
;chemels, €g., F’lfF’a‘?“‘ée .selecrtllon [|3]' Thle presented COMPAry e gestination down-crosses certain SNR threshold. The
ison yields novel insight into the relay selection process apgdy,ting switching rates versus the SNR threshold and number
can be used in the development of cooperative protocols. of potential relays are obtained and presented
In this article, we take a different approach: we investi-

C. Organization gate various relay update schemes within a unified analytical

Section Il gives an overview of related work. Section |Iffamework based on the use of semi-Markov processes. Fur-

describes cooperative ARQ with permanent, reactive, aHf'more, we investigate the resulting throughput and energy
adaptive relay selection. Section IV introduces modeling aSfficiency of cooperative protocols, and discuss the tradeoff
sumptions used by the framework and performance ana|y§§_tween throughput and relay selection overhead. The current
Section V explains the framework based on semi-Mark@¥fticle extends our previous work on cooperative relay selec-
processes. Section VI discusses the throughput and enétgf) Published in preliminary form in [24]-[26].

efficiency results of the three cooperative ARQ schemes.

B. Contributions

I11. COOPERATIVEARQ WITH RELAY SELECTION

Il. RELATED WORK This section explains cooperative ARQ with permanent,

Zhao et al. [15] evaluate the performance of a cooperativeactive, and adaptive relay selection. Each protocol may use
H-ARQ protocol in line networks and compare it with traa contention procedure to choose a single node from a node
ditional multi-hop point-to-point transmissions. Authors comset; solutions for this are mentioned at the end of this section.
pare three selection schemes where a node is selected as a
relay based on the instantaneous Signal-to-Noise Ratio (SNR), .
average SNR, or randomly. They show potential benefits’fh Permanent Relay Selection
throughput, energy, and latency efficiency. However, timing In permanent relay selection, a relay is selected once and
of relay selection, required selection overhead, and changmetves as a single relay for a period of time at least several
time correlation are not taken into account. magnitudes longer than the duration of a data message.

Dianti et al. [16] investigate a cooperative ARQ scheme After the relay selection, the soureecan sendATA mes-
where several permanently selected relay nodes can sinsages to the destinatiahand the selected relay If d receives
taneously retransmit data using distributed space-time codlee message correctly, it sends a positive acknowledgment (
(DSTC) if the source fails to deliver the message to the desficK), and a new DATA transmission can begin. The relay
nation directly. The authors consider time-correlated RayleighretransmitsDATA only if it has received it correctly and
fading channels using Markov chains to model their cooperaas not. The retransmission can be triggered explicitly by a
tive ARQ scheme and obtain results for throughput and delaggative acknowledgmenNACK) from d, or implicitly if an
performance. Mahitan et al. [17] also use Markov models #CK is missing. For simplicity of analysis, we assume that
model a cooperative ARQ protocol where a preassigned rel@ransmitdDATA again and again until receives it. If neither
r always retransmits source messages to the destinationrawr d receiveDATA from s, s retransmits it.
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The selected relay is intended to assist on maiaytrans- [9], each node that fulfills the requirements to become a relay
missions. Therefore, certain long-term characteristics showlets a timer. Upon expiration of a timer, a node listens to
be employed to select the best-suited relay. For the purposdhe channel and, if it is idle, sends a reply messdgiREP)
our study, the expected SNR values of theandr-d channels (for permanent selection) or starts retransmitting B#TA
are reasonable and sufficient. The selected relay should rbessage itself (for reactive selection). A given timer function
statistically most capable of receiving messages froand maps local channel information (or other selection metrics) in
delivering them successfully t@. such a way that nodes with better metrics transmit first [9].

The signaling overhead can be neglected in comparison tdJsing slot-based contention [10], [11], the contention win-
number of DATA messages sent over the cooperative link. dow is divided into time slots of fixed duration. Based on

local information, a relay candidate randomly selects a time
B. Reactive Relay Selection slot and transmits itRREP message in it. The receiver can

In reactive relay selection, broadcasts DATA message to collect nominations from multiple candidates and choose a
d and all nodes surrounding Relay selection takes place aftef’0d€ (Or several nodes) with the best characteristics. In both
each faileds-d transmission. A node is selected to become tHBEth0ds, the selection is typically triggered by a request
relay for a failedDATA message if it has a correct copy of thd"eSSageRREQ sent either froms or d, depending on the
message and a sufficiently good channel to delD&TA to protocol implementation. The decoding of this message by
d. The channel state information is obtained throughAgK other nodes is the starting point for timers or the contention
from d, which in turn triggers a contention procedure. If mor&/indow, respectively. In this way a local synchronization
than one node receivéBATA from s correctly, the node with 2MONg competing potential relays is guaranteed.
the best channel td (if good enough) should be preferred, Nevertheless, collisions of messages can occur due to
The chosen node then delivers thATA message ta. If no hidden terminals. There are various ways to maximize the
candidates are available for relayingretransmits. contention success: using channel listening and random con-

Since all nodes overhear direct transmissions, the advant@§&tion backoff times, increasing contention window size, or

of reactive selection is in the usage of selection diversity KP€ating contentions. We assume that contention is always
each failed packet. successful if there is at least one node during contention

that fulfills the selection requirements. The intention here
is to leave out implementation-specific details and keep the
, ) . analytical framework generic and mathematical analysis more
~ Compared to reactive selection, a new relay is selectgdmyrehensible. In spite of that the presented analytical frame-
if both possible paths (i.es-d and s-r-d) fail. If there is 1k can pe extended to consider imperfect contention, which

currently no assigned relay, first broadcasts a short relayhigny depends on the particular implementation and topology.
request RREQ) indicating that relay selection is starting. "Nymerous variations of these two contention methods can

Then it transmits a newATA message ta and surrounding e geveloped to improve contention efficiency for particular
nodes. The destination sends a short acknowledgnf® ( aorwork setups and applications [8], [11], [27].

or NACK) to the relay candidates that allows them to evaluate
the channel. A node that has receiMediTA from s and has

a sufficiently good channel td can be selected as relay. If
multiple nodes fulfill this requirement, the node with the beé. Protocol Assumptions

long-term channel characteristics such as for the permanenthe following assumptions are made on the operation of

selection should be preferred. cooperative ARQ protocols with all three relay selection
After a relayr is selected through the contention procedurechemes described earlier in Section IlI:

it remains an assigned relay as long as the cooperative link
remains good, i.e., as long dseceivesDATA messages either
from s or r. If both d and r are unable to decodBATA,

or if d fails to receive the forwarde®ATA message from
r, s broadcasts alRREQ and retransmits the faile®@ATA.

Neighboring nodes receiving thBATA message and the cor-
respondingACK from d participate in a new relay contention.

C. Adaptive Relay Selection

IV. M ODELING ASSUMPTIONS

All transmissions are orthogonal in time.

« All nodes use the same transmission rate and power.

« All DATA messages have same duratibn

« Signaling messages for relay selection and acknowledg-
ments are error-free.

« Relays operate in decode-and-forward mode [15].

« Receivers perform selection combining on the message
level [13]. Energy accumulation from different transmis-

D. Node Contention Procedure sions is not possible.

The objective of node contention is to identify, in a dis- « A relay contention results in the selection of an optimal
tributed manner, a single node out of a set of candidate nodes available relay candidate according to the selection re-
and to assign it as relay to a givens-d pair. The selection quirements of a particular selection scheme.
criteria in general depend on the network application. In thise The selection overhead is the time inter#a} needed
work, we use the expected and instantaneous SNR values for a relay selection procedure. Typically, it consists of
betweenr, s, andd. a contention window and a number of implementation-

Two classes of node contention are commonly used: timer- specific coordination messages from source and destina-
based and slot-based contention. Using timer-based contention tion. We assume that this time remains constant for all
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three schemes. If a relay is not selected after tifje wherep; is the transmission power of nodgp,, is the noise
the source transmits data without an assisting cooperatp@wer, A;; is the distance between nodes, is a reference

relay.

distance, and: is the pathloss exponent. Note that these values

The ratio of the relay selection time to the data transwe linear and not in dB.

mission time isw = T, /7. The duration of other

Since the results in this article are calculated for Rayleigh

signaling messages is either ignored or included in tii@ding, we provide here only the outage probability for this

DATA message duration.
« Energy for aDATA message transmission Igy. At the

receiver, energy is used only when a data message is
received correctly. The corresponding energy per message

special case of Nakagami-fading (m = 1):

~ 1
EU = Pr[’yU < 'Ymin] = 1 - exp <_1Z) > (5)

ij

is Erx. If the channel is bad, the receiver can detect ftor detailed information on Nakagami-fading see [31].
at the beginning of the message and stop receiving tof 3 conventional Stop-and-Wait (SW) ARQ protocol is

save energy.

employed on such a channel, i.e.,keeps retransmitting a

« Energy consumption during relay contention is not cofiata message until it is received ldy with negligible and
sidered since it heavily depends on particular implesror-free feedback, the resulting normalized throughput at the
mentation and network setup. However, our analyth?éceiver |s77 =1—e5q, which does not depend on channel

framework can be extended to include this energy.

B. Radio Channel

time correlation [32].

V. COOPERATIVEARQ AS A SEMI-MARKOV PROCESS

We consider symmetrical wireless links with time-correlated o natwork consists of a source destinationd, and N sur-

block fading. Time is divided into slots indexed lyc IN of

rounding nodes indexed by € {1,2,..., N}. The following

durationT" during which the signal level is constant. We aSHotation is used to describe a cooperative ARQ protocol:

sume thafl" is also the transmission time ofATA message.
The SNR between nodesand j over time is represented

as a series of SNR samplé¢s;;(k)}. If the current SNR is
higher than the decoding threshoid; (k) > Ymin, the channel

is in thegoodstate, and can receiveRATA message without
errors. Otherwise, it is in thbad state, i.e., an outage event

occurs, thus thé®ATA cannot be decoded by the receiver.

A binary random proces$c;;(k)} describes the channel

states between nodésandj over time:

“Good” Gv Yij k Z’Ymin;
%,(,C):{ (G). 7is()

[13 ” (1)
Bad” (B),  7ij(k) < Ymin-

Generally, the process can be time-correlated, and we can
model it as a two-state Markov chain [28], [29]. The cor-
responding transition probability matrix of the channel states, 4)

Pr(G|G);; Pr(B|G)
Pr(GB);,; Pr(B|B)

defines the channel behavior. HeRe(bla),;, a,b € {G,B},
is the probability that the next channel statejigk +1) = b
given that the current channel statecis(k) = a.

The approach of [28], [30] is applied to obtafd,; for
Nakagamim fading channels with given fading margif;,
Doppler spreadfp, and message duratidh. Fading is con-
sidered as slow iffpT" < 0.1 and fast if fp'T" > 0.2 [28].

vl )

J

ij =

The fading marginiy;; characterizes the received signal

power in relation to the receiver SNR threshold,
Vij

“Ymin

Vij = 3)

The termy,; denotes the expected SNR at the receiver and is

calculated according to a simple pathloss model by

N N
’Yijpn<A0) ) 4)

1) ¢;j(k) is the radio channel state between two nodes

i,j € {s,1,2,...,N,d}. The channel behavior is de-
fined by the channel state transition probability matrix
C;; as discussed in Section IV-B.

Y ={y1,v2,...,yL} is a set ofL operational states of

a particular cooperative ARQ protocol. E.g., a protocol
state can be a transmission of a new message Iog-
transmission by relay € {1,..., N}, or relay selection
procedure. The detailed description of protocol states for
three considered cooperative ARQ schemes is provided
later in this section.

y(k) € Y is the protocol state at time sldt Similar

to a radio channel, the protocol states over time can be
presented as random procesgk)}.

Tuplez(k) includes the protocol state and channel states
at given time,

2(k) = (y(k), ca(k), caa (k) cra(k),
coa(R), c2a(k); - con (), ena(k) ).

Here, radio channels between nodess {1,...,N}

are not included since communication between potential
relays is not considered in the proposed cooperative
ARQ protocols.

Z is the set of all permitted unique tuplesk) for a
given protocol. The size of the set is

(6)

|Z|= L - 22N +1, (7)

In cases when the tuple set size becomes too large to
handle, boundary cases have to be used as described
later in this section.

Functionf : Z — Y defines the protocol state transition
from y(k) to y(k + 1), which depends on the current
channel states in the network and the protocol state.
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Each tuplez € Z can be seen as a state of a Markov chathe state transition from, to z,. The expected energy per
incorporating protocol and channel transitions. The transitiatelivered packetn the long run can be calculated similar
from tuple z, to tuple z, (both € Z; aéﬁ )e {1,...,]Z]}) to (10) with additional division by throughpui
in one time step is possible only whef) = f(z,), and Z| 1Z|
y® € z,, i.e., the protocol state of the next tuple is the same ¢ = Lo B0 _ Dot Ta Yoy PavFao
as defined by the functiorf for the current tuplez,. The pree T S e S P X
transition probability is defined by the channel state transitiogad is independent from holding tim&F and overheadw.
in z, to ones inz,. The transition probability matrixP The computational complexity of using this analytical
contains the probabilities of transitions between the tupleggamework basically corresponds to the complexity of solving

: (11)

Its elements are calculated by the system of linear equations (9). It varies froo(n?)
floating operations for a dense matrix (n) for a sparse
b a N b a b a i i
Pr(cid)|cid)> Y, Pr(cgrb)|chL))Pf(CEL3|05Ld)) matrix [34], wheren in our case equalgZ|.
Pop = for y(b) = f(za)7

A. Limiting Cases of Time-Correlated Channels

Two channel time correlation boundaries can be used to

@8 . : N )
wherec!® is the corresponding channel state between nodmgnpllfy the anglysus o_f the prot_ocol performance: a) mdgpen
. Y " ey ent and identically distributed.i¢d.) channels, and bjuasi-
i andj in tuple z,. Channel state transition probabilities are

- Static channels.
obtained fromCsa, Csn, aNACna. . N In an i.i.d. channel, the next state of the channel between
Vector m = [m m -+ mz] contains the limiting-state

probabilities of the defined Markov process, i.e elemeﬁgdeSi and j does not depend on the current state and is
. - C L fin lel he error ratg;. Th rre nding channel
m, IS the probability that in its steady state after numeroy ed solely by the error rate, e corresponding channe

transitions the Markov process will be in statg ansition probability matrix is simply

0 otherwise

If the Markov chain is irreducible and aperiodie,can be C.. — 1—ei ey 12
obtained by solving the following set of linear equations: CA e i ‘ (12)
) 2] If each channel is considered to be i.i.d., the system Markov
7P =m with ZW“ =1 (9 chain can be drastically reduced to the number of protocol
o=l states so thaiZ|= |Y|= L. The transition probabilities

In general, before making the transition from staeto z,  from protocol statey(® to statey® can still be calculated
the protocol waits for a holdlng timHab. If this time is equal by (8) Thus, taking into account (12), the resu|ting prob_
for all state transitions, the process is considered Markov.dhilities are independent of the current channel states. The
H,y, varies for some pairgz,,z,), or it has some random corresponding throughput and energy efficiency are calculated
distribution, the system is semi-Markov and is defined hyy (10) and (11).
two matrices: transition probability matriR of the embedded A quasi-static channel is the limiting case whgs' — 0,

Markov chain and holding time matrik. and, as a result, the corresponding channel transition proba-
To consider the relay selection overhead we set differesitity matrix approaches its limit

holding times to different transitions. We define the semi-

Markov processes later for each relay selection scheme. lim G, — ll 0] . (13)
Next, we assign a delivery rewari,;, = 1 to any transition fpT—0 0 1

gc’l'_“ tuple Zahto (’;upl_e b that(;eﬁults_ n ahsuccess;ul_ packetro calculate the throughput at this limit, we need to identify all
Oe_lF/r(]ary to tle. estlnatlcc)jn.f :] erwise the rewar |s"s§t ate transitions within our semi-Markov model that can take
- The cumulative reward of the process at times calle place when channel states do not change. This means that

reward functionX (7). In the long term X (7)/7 corresponds yositions between tuples ifi become deterministic. There-

to then_ormallzed throughputf the protocol and is calculated ore, the transitions between tuples that lead to changes of the
according to the fundamental renewal-reward theorem [33]

hannel states can be ignored. Taking this into account, we

_X(7) Lzz\l o Zl\)zzll P X calculate the expected rewahd on possible tuple transitions
n=lm —= =7 7 - (10) and overall mean time between transitiddiswhen the semi-
>am1 Ta Doyt PavHap Markov process is in steady state. The resulting throughput
Here, in the numerator, the inner SL@LZ:‘I Py, Xas is the ex- boundary is then -
pected reward (delivered packets) gained by transitions starting lim 7= £ . (14)
in statez,. In the denominator, the inner suE,‘i'1 PypHgy is foT—0 H

the corresponding expected waiting time in the sigtbefore As we show later, the throughput in such channels can be

a transition. The outer sums provide the expected reward afetived as closed-form expression.

waiting time of the whole semi-Markov process in the steady The throughput of time-correlated channels with fpT" <

state. More detailed explanations can be found in [33]. 0.35 always lies between the throughput of these two bounds.
In a similar way, we can assign energy rewafds, i.e., Therefore, the bounds can be used to assess protocol through-

energy consumed for data transmission and reception durpg without extended calculations of full semi-Markov models.



6 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY

B. Permanent Relay Selection probability matrix
In cooperative ARQ with a permanent relay, a relay node is 1 — €oq + Esdesr  Esa(l — £5r)

selected to assist the transmission for a significantly long time. P = - : (18)

After a relayr € {1,..., N} has been selected as described Erd Erd

in Section lll-A, the cooperative ARQ protocol can be in on&he resulting throughput is obtained by solving (9) and (10)

of the following states: and can be written as a closed-form expression

Tx: s transmits a message tbandr. Depending on whether 1+ €54€srErd — EsdEsr — Erd
=Pr(Tx)=m = . (19)

the previous message was delivered successfully, it can” 14 €5q — EsdEsr — Erd
be_anew message transmission or a retransmission of th@ o channels are approaching static states, throughput
failed packet. reward X,, = 1 is earned only when a) the-d channel is
R: r relays the source messagedo good; or b) thes-d channel is bad AND both the-r andr-d
Fig. 1 shows protocol states and transitions between themchannels are good. In the second case, rewéggd = 1 is
assigned only when a protocol transition-Hx takes place,
which makes up half of all transitions. Since all holding times
are the same, we havd = 1. Therefore, the resulting limit

.@ e’ for the throughput is

lim n=X=1—¢cs+0.5c5(1 —s)(1 — £,4). (20)
fDT—>O
To shorten our next expressions, we use the indicator

Fig. 1. Markov chain for cooperative relaying with permanestay selection .
g P ying with p Y function for channel state;;:

Only s-d, s-r, and r-d radio channels are needed to 1, ¢;=G,
model the cooperative ARQ protocol operation. The &et La(eiy) = 0, ¢;=B. (21)
contains all valid combinations for the quadruplg =
(@, el ) ¢!, In total, there aréZ|= 16 unique tuples In ;
that cover all possible state transitions in the systems. THBNSIIONZq — 2y IS

) N o o
function ?{( ) = f(za) describing protocol state transitions of B + o (HG(C(;;)) n ]lG(cgg,y))
cooperative ARQ with a permanent relay can be written as: ‘
Eop = for y(®) = Tx, (22)

Ly + ]lc;(cffji))ErX for y(@ = R.

Using this indicator function, the energy consumed at state

Tx for y(@ =R, CE,C;) =G,
The corresponding energy efficiency per delivered packet is

or ((L) = T s (a) = (}7 H
®) Y * Cffj) (@) calculated according to (11).
Yy = or y(® = Tx, ¢,y =B,cs”’ =B, (15)
a) __ (a) _ . .
R fory® =R, crd( N B, “ C. Reactive Relay Selection
ory@ =Tx, iy =B, ¢’ =G. In reactive relay selection, all nodes are listening to data

transmissions originated from A new relay selection takes
place after a direct-d transmission fails.
A noden is an available candidate during selection proce-
dure when: a) it receives the message frofne., the current
s-n channel state is good), AND b) currently its channel to
d is also good. If a node fulfills the selection requirements it
1 for y(@ = Tx, CEZ) =G, can always deliver the message to the destination. It is thus
X, = or y(@ — R, c,(ffi) —q, (16) not important as to which podg out of the set of available
. § candidates is chosen. To simplify the calculations, however,
0 otherwise we assume that the nodes are sorted in order of preference, and

The holding time is the same for each state transition aﬁ(pode with the lowest index in the candidate set is selected.

corresponds to the duration of a single message transmissibAS Manipulation does not have any impact on the resulting

which we normalize to one. Since the duration of relafffoughput and energy efficiency of the protocol. .
selection can be neglected in the long run, the resu|tmgCooperat|ve ARQ with reactive relay selection is described
throughput is calculated by by the same underlying Markov chain as cooperative ARQ

with a permanent relay in Fig. 1. However, the protocol states
16 16 have a different meaning:
= ZW“ Z FabXab. (17) TX: s transmits a message. If the previous message was not
o=l b=l delivered and no relay was selectedyetransmits the
If all channels are i.i.d., the Markov process describing tuple same message again. If the message was successfully
transition can be reduced to the chain in Fig. 1 with transition delivered, a new message is transmitted.

State transition probabilities from tuple, to tuple z, are
obtained according to (8).

Whenever a packet is successfully delivered do the
protocol returns to state Tx. We assign a rewag, (a,b €
{1,2,...,16}) in the following way
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R: A relay has been selected and delivers the messade ta@hannel states:

Since channels to multiple potential relays are considered
now, the size of setZ with valid tuples according to (7)
becomesZ|= 22V+2. Tuplez, in (6) is modified in a way that
ci‘;), r € {1,2,..., N}, corresponds to the channel state in the
subsequent step+ 1. It is a valid manipulation since ther
andr-d channels are independent from each other. The stdiee resulting throughput in quasi-static channels approaches
of the r-d channel is obtained during the relay selection after
each failed direct transmission and assumed to not change for

the message transmission after the selection. The transitions

H=1-—¢4q+0.5e4q (1 — 63)
+ 0.5e4q (1 - ER) (1 + w) + EsdER(l + w)
=1+40.5e5q4(1 + eg)w.

(28)

. X 1 —0.5e5q(1 + ER)
lim n=—== .
foT—0 H 1405e54(l +ep)w

(29)

between protocol states are defined as follows:

R for y(® = Tx, ciz) =B,
S () Ta(cd) > 1,
Tx for y(®) =R,
or y(® = Tx, ci‘;) = G,

ory(® = Tx, ci[;) =B,

®) = (23)

Similar to permanent relay selection, for each transition
from z, to z, we assign energy rewards:

Ei + Ex (]lg(cifi)) + Z,fvzl ]lG(Cg?”)))

(a) —
B, = for y'%) = Tx, (30)
Etx + Erx for y(a) = R7 y(b) = TX7
0 otherwise

N (@) (a)y _
2r=1la(es)lale,q) =0. The resulting average energy consumed per delivered message

The corresponding system state transition probabilities dfecalculated according to (11).
calculated according to (8).
When a direct-d transmission fails, the holding time of thep  Adaptive Relay Selection
process consists of tHRATA message duration and the time i ) , i .
As explained in Section 1lI-C, adaptive relay selection is

of relay selection overhead. If a direct transmission succeeds,

the holding time equals only the data message duration. Ttﬁlggered when not only the direct transmission (as in reactive
elements of the holding time matrid are selection) but also the relay retransmission fails. The selected

node remains active relay until the cooperative link fails again.
Similar to reactive selection, node is an available relay
candidate, if during the selection it has the message framd
currently a good channel td. However, in addition, during
relay contention, it reports its expected SNR values onsthe

n and d-n channels, as in permanent selection. A candidate
node that provides the most reliable relaying path is preferred.
) Based on the received expected SNR valuesan estimate

the most suitable relay node.

as the selection of a relay is always possible. The consumeaNithOUt loss of generality, but for simplicity of calculation,

energy per delivered message, however, goes to infinity {gf assume here that an index is assigned to each node to

B, > 0, since infinitely many nodes overhear the messager.eﬂea the reliability of a two-hop path through this node. As

: . . in reactive relay selection, if multiple nodes fulfill selection
Next, we obtain the throughput when the time correlation . : . : .

. ; . . requirements, the one with the lowest index is selected. This
of the channels approaches the quasi-static bound. First, w

define a variablesp which is the probability that no node'rr;afx rlostoJ(l:JsltiriSTgm?r:t;[?oﬂySIs but is not required in the
satisfies the relay selection criteria, P P '

=B

1 for (@) = Tx, ¢
Hab{ +w Tory X, Coq R (24)

1 otherwise

The resulting throughput is calculated according to (10).
For N — oo, the throughput approaches

1+w

T Esd; 25
2+w5‘d (

lim n=1-

N —oc0

er = ﬂ (1= (= em) (1= 200) ). (26)

Instantaneous channel knowledge becomes irrelevant in
guasi-static environment. The corresponding expected rewards
are assigned in a similar manner as for permanent relay
selection (20), but instead of a single relay state there are
multiple relaying states that can be combined:

X =1—¢e43+0.5e44 (1 - 63) =1- 0.5€Sd(1 JrER). 27)

To calculate the expected holding time between tuple state B ) ] )
transitions, the probability of a state is multiplied with the timEe'?éyzé o ePc{iootr?CO' states and transitions for cooperative AR@ wdaptive
spent in this state before the transition assuming quasi-static
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Fig. 2 shows the correspondidg= 2+ 2N protocol states The mean reward per transition is calculated in the same way

and transitions between them. as in (27). The expected holding time between transitions is
Tx,: s transmits a new message. Node {1,2,...,N} is _
assigned as a cooperative relay. H=(1-¢5)(1—¢r)+esa(l—cr)
R,: The current relayr forwards the message @ if it + (1 —er)(1 — esa)er (32)

receives the message frasrbut d does not.
RTx: The state can play two roles depending on the state
transition resulting inRRTx.

1) First role of RTx state: s retransmits thesame and the throughput when all channels approach quasi-static
message itself and requests a new relay selecticmates is
This situation occurs in the following cases: ~

. . . X 1—0.5e54(1 +eR)

a) s can deliver the message neitherdtmor to the lim n=== . (33)
currently assigned relay (Tx, — RTx) fpT=0" g 1ter(sater(l—ea))w

b) The current relay- receives the message from
s but can not deliver it tad after a faileds-d
transmission g, — RTx) A. Network Scenario

c) Ifthe s-d pair does not have an assigned relay yet

+ (1 — Esd)é:‘%(l + w) + EsdER(l + w)
=1+4+¢ep(esa+er(l —esa))w,

VI. PERFORMANCEANALYSIS

. ' Qur framework can be used for performance analysis
s transmits a da“"? message a_nd requests a n81"\’arbitrary network topologies. In this article, we evalu-
relay selection. If it fails to_ deliver the messaie performance in linear network topologies. Networks in
to d, and the relay selection does n(_)t proV'd?nany transportation or production systems can be modeled
any relay, the_ source needs to transmit th.e SaWE one-dimensional networks [35]. Similar modeling is also
message again and requests a new selection. T Ltformed in [15] for studying cooperative Hybrid-ARQ in
takes place afteRS — RTx transition. practical relay networks. Despite the topological simplicity,

2) Second role oRTx state:s transmits aewmessage a |inear network still enables us to apprehend distinctively

and indicates the need for a relay. Assuming4he  the qualitative differences among the relay selection schemes
pair has no assigned relay, it can happen sometim@sa|| considered aspects. Performance analysis with a two-
that the source delivers the messagedtdirectly gimensional or three-dimensional node placement would not

without selecting a relay. This corresponds to thRecessarily give additional insight in the protocol behavior.
transitionRTx — RTx.

If the source delivers the messagedtand successively A, A, A,

a relay node is assigned, the protocol state changes to_ m o 5—%%1

the corresponding’x, state RTx — Tx,.). 9 i 2 NZ1 i N
RS: A relay selection procedure is performed when there is A, -

currently no assigned relay ardwas unable to deliver

the message directly td (RTx — RS). If a relay is Fig. 3. Network topology.

selected successfully, it delivers the messagé, tand

the protocol moves from state RS to the correspondingFig. 3 shows the used topology. There @&enodes located
state Tx,. A new message transmission can start. lfetween source and destination at equal distankgs =
the relay cannot be selected, the protocol returns to theq/(N + 1). These nodes can overhearl communication
state RTx, s retransmits the message and starts reldynecessary and act as relays.

selection anew. The pathloss exponentis 3, and, for the sake of simplicity,

For the purpose of better readability, formal definition4’® assume that all communication channels experience the
of the protocol state transitions together with correspondifgMe time correlation. All radio channels experience Rayleigh
holding time matrix H and energy reward matriE are b_ock fading. T_he correspc_)ndmg channel state transition ma-
omitted here and collected in the Appendix. The correspondiffifs areé obtained according to [28]. _ _
transition probability matri is calculated according to (10). 1he relay position that maximizes end-to-end delivery ratio

The throughput reward of one is assigned to transitio§€arly depends on the channel characteristics. For simplicity

resulting in a successful message deliverylto we assume here that the optimal position is the middle point
betweens and d. A relay at this position provides near-
1 for y® = Tx,, optimal throughput performance in our scenario [24] and is
X = or y(@ = y(® = RT, (31) straightforward for network setup.

Since permanent relay selection always provides the node
that is closest to the midpoint betweenand d, the perfor-
The resulting throughput and energy per delivered data mesance of cooperative ARQ is determined by the availability
sage are calculated according to (10), and (11), respectivelyf such a node. To allow better comparison among schemes,

Similar to reactive relay selection instantaneous chanral plotted results of cooperative relaying with permanent relay
knowledge becomes irrelevant in a quasi-static environmeate calculated for a relay in the midpoint.

0 otherwise
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1
0.81
o — — — permanent
5 087 7’ reactive 5
) 2 adaptive 2
= <
o A SW ARQ 5
=1 o
£
0.2
0 = ‘ ‘ ‘ ‘ 1 — — — permanent reactive - adaptive [
-10 -5 0 5 10 15 20 0 . . , , T :
source-destination fading margit,, (dB) 0 005 01 015 02 025 03 035

channel time correlationfpT
Fig. 4. Throughput) as a function of source-destination fading margip.
Number of potential relaysV = 5, channel time correlationf pT = 0.1,  Fig. 6. Throughput; versus channel time correlatioffp T — 0— quasi-
selection overhead) = 0. static channelsfpT =~ 0.35— i.i.d. channels. Number of potential relays
N = 5, selection overhead) = 1.

to this baseline of two other relay selection schemes with
different selection overhead.

The throughput of reactive relaying (solid lines) signifi-
cantly suffers from the selection overhead. At some conditions,

1.50

overheadw = 0, 0.5, 1, 2. [

throughput gain to permanent selection

(downwards) o
R P N R s = e.g.,w =2, ¥sq > 0dB, it is even lower than the throughput
foN T o of non-cooperative SW ARQ. Throughput of cooperative ARQ
_/'/ reactive | with adaptive relay selection (dotted lines) is decreasing with
054 S adaptive | increase ofw as well. However, the impact of the overhead is
' Y =T SWARQ smaller than that of reactive relaying. We can see that adaptive
— : : : relaying always outperforms the reactive one for > 1.
-10 -5 0 5 10 15 20 Finally, we observe that cooperative ARQ with permanent
source-destination fading margin (d) relay selection (the gain equals one), which uses only one

Fig. 5. Throughput gain to permanent relay selection as a function of sour@@€assigned relay, can perform better than other selection
destination fading margigh, and selection overhead. Number of potential schemes that employ selection diversity among multiple relays

relays N = 5, channel time correlatioffp 7" = 0.1. but require additional selection overhead.
Next, we study the impact of channel time correlation on
throughput). Fig. 6 shows the throughput fgp, 7" € (0, 0.35].

B. Throughput As efplginwed ign Section IV—BfDTg%pO gorresp(()nds t(l a

Fig. 4 shows the throughpuytversus thes-d fading margin quasi-static environment, where channel states do not change.
1sq for cooperative ARQ and SW ARQ when selectiorfpT ~ 0.35 corresponds to time-uncorrelated channels when
overhead is neglected; = 0, and the number of intermediatethe next channel state does not depend on the current state.
nodes isN = 5. All cooperative schemes perform betteChannel correlation can result in a difference of throughput
than SW ARQ. Reactive relay selection provides the highgstrformance from 10% to 35%. Ats; = 5dB, all selection
throughput, since allV nodes overhear source transmissionschemes perform better in slower fading channels.
and in case of packet decoding failuredatthere is a higher At s-d margin ¢,y = —5dB most transmissions require
probability of a successful relay retransmission. Adaptiv& retransmission by the relay. Ther and r-d channels are
selection outperforms permanent selectionggy < 0dB for now more prone to errors. As a result, in fast fading channels
the same reasons. However, when a relay is selected, all noaleg givenN = 5 relays, reactive and adaptive schemes often
except the selected relay ignorel transmissions, and in casecannot select any relay since they require beth and r-
the cooperative link fails, a retransmissiondgnd a new relay d channels to be good. The probability can be improved by
selection is triggered. Therefore, the throughput for adaptiiMgher N, with the limiting case ofV — oo, when a suitable
selection becomes lower than that of reactive relaying. Faflay node can always be found. Permanent relay selection,
1sq > 5dB all schemes provide nearly the same throughptiipwever, allows the selected relay to retransmit data multiple
since the relay selection and relay transmission are almdates until the message is delivered #b Together with
always successful at such channel conditions. zero selection overhead, this results in higher throughput. At

However, when selection overhead becomes larger, througlew fading channels, the channels to potential relays remain
put performance changes significantly. We take the throughpather constant, and adaptive relay selection provides best
of cooperative relaying with permanent relay selection astlaroughput, since it makes use of various available relay nodes,
baseline which is independent af. Fig. 5 shows the ratio but keeps selection overhead at minimum.
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o —

energy per delivered packe,

i.i.d.,adaptive [

throughput gain to permanent selection

[ 4 0 | | |
e s 1w 1 10 5 0 5 10
1 5 10 15 - )
number of nodesN source-destination fading margia, (dB)
Fig. 7. Throughput gain at correlation boundaries as a function of number @ Eixx =1, Ex=0

of nodes N. The throughput gain here is the ratio of throughput for
reactive/adaptive selection to the corresponding throughput of cooperative

ARQ with the permanent relay selection. Selection overheae= 1, s-d
fading marginy ;4 = —5dB.
,@; — — — permanent
f‘% reactive
o A adaptive
Finally, we investigate the impact of the number of nodes LS e N U SW ARQ
on throughput. Cooperative ARQ with a permanentrelay at the 2
midpoint betweers andd is used as a baseline (independent %
of N) for comparison. For fading marging;; > 5dB the g
throughput of the two other schemes does not depend that §
much onN, since already with one or two available nodes a § e
good relay can be selected in most cases, and the throughput [l
limit is achieved. Fig. 7 shows the throughput ratio of reactive 0 : : ‘
and adaptive relay selection schemes to that of permanent -10 -5 0 5 10
relay selection at i.i.d. and quasi-static channel bounds and source-destination fading margi, (dB)
1sq = —5dB. Throughput ratios for other time-correlated

. L () Erx = Eix = 1
channels lie within given bounds. Results show that permanent ’

. L Fig. 8. Expected energy per delivered packewer source-destination fading
relay selection performs better in i.i.d. channels, even whﬁ{grgmwsd. Number of nodes\ = 5, channel time correlatiofi, T = 0.1.

other schemes can make use of other available potential relays
N. The channel is too dynamic, which means selection of a
good relay is less probable, and the selection overhead takes

a lot of resources. For quasi-static channels, both adapt éoughput. SW ARQ performs worst at low fading margins,

and reactive selection schemes show significant benefits, siRee© @ pa_cket delivery becomes nearly |mpos_S|b_I(_e. The energy
they can make use of more nodes and their stable channgrg?sumpt'on for)sa > 10 dB changes only insignificantly for
Particularly, adaptive relaying is highly beneficial in e la schemes .ar.ld approacheg one energy umt..

fading channels and highV, since new relay selection is However, it is more practical to also consider the energy

performed less frequently when using reactive relay selectigfauired for packet reception. In this article we make a
simplified assumption that the energy required to correctly

receive a data packet is equal to the energy used for its
C. Energy Efficiency transmission F.x = Fy = 1) [36]. Fig. 8b shows that, as
We use the total energy consumption per delivered dagaesult, the energy efficiency changes significantly. Reactive
message to evaluate the energy efficiency of the protocdilaying performs worst among all cooperative ARQ protocols.
For comparison, we also present the corresponding energy™fiysq > 0dB its energy per delivered packet is proportional

SW ARQ which is calculated by to N + 2, since almost all overhearing nodes recelTA
1 messages with high probability. Permanent relay selection
¢ = —FEix + Fix. (34) requires the lowest amount of energy, and, as shown in Fig. 5,
n provides best throughput. Adaptive relay selection can adapt to
In this section we sef, = 1. the channel quality, and it requires the same amount of energy

Fig. 8a shows the expected energy per deliveDEdA at highery,; as permanent relay selection. At lower fading
packet when energy consumption on the receiver side nwrgins, however, relay selection is triggered more and more
neglected, i.e.,F,x = 0. This corresponds to the inversdrequently. This means that the source broadcasts its data to
of the throughputn in Fig. 4. As a result, reactive relayall surrounding nodes, and the energy efficiency of adaptive
selection requires the least energy, since it provides the highsslection approaches that of reactive selection.
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behavior according to dynamics of radio channels, and is more

= o energy efficient in slow time-correlated channels, where relay

% 7w selections are less frequent. o N

= These results show that relay selection is a critical part of

B es5{ . cooperative relaying protocols, and that relay update rules have
B " adaptive significant impact on the throughput and energy performance
ERCE — benefits. Adaptive relay selection methods should be taken into
% RN accountin the design of new cooperative networking protocols.

8 5.51 \ - r

5 o T~ APPENDIX

% 51 Tt - _pe_rm_an_eni I COOPERATIVEARQ WITH ADAPTIVE RELAY SELECTION

Protocols state transitions depend on current state and
0 005 01 015 02 025 03 035 channel states. Here are the rules for protocol state transitions
channel time correlationf,T' of cooperative ARQ with adaptive relay selection as described

! : . in Section 11l-C and shown in Fig. 2. The transition probability
Fig. 9. Expected energy per delivered packet versus channel time correlation: . . .
#pT — 0—quasi-static channel§,,T = 0.35—i.i.d. channels. Number of Matrix P is calculated with (10).
potential relaysN = 5, Exx = Etx = 1, channel time correlatiorf pT' =

0.1, s-d fading marginy ;4 = —5dB.

4.5

Tx, fory(® =Tx,, ciz) =G,
ory@ =R, =G,

Fig. 9 shows the impact of channel correlation on energy or y(@ = RTX,ci‘;>7c§i",c£‘2) —q,
efficiency. Channels with higher correlation (lowgsT) re- N (a) (a)y _

' ) . . anl ILG(Csn )]IG(C, d) =0,
qguire more energy for relaying with permanent and reactive (o) (@ (a)
selection. This is due to the decreasing throughput (see Fig. 6), ory™ N RS, csr'c,q = G,
i.e., additional message retransmissions decrease the energy Z;;l 1(;(0271))11@(0553) =0,
efficiency. Adaptive relay selection, in contrast, performs sig- ®) R, fory@ =Tx,, cgi? -B,Y =q,
nificantly better in slow fading channelgf7 < 0.1), asnew ¥ = RTx for y@ = Tx @ C((Zi) _B (35)

rybsr yCgqg —

relay selections occur less frequently, and mostly only one

o (a) _ (a) _
relay needs to overheard transmissions. ory Ry, ¢4 =B,

or y(® = RTx, cgz) =G,

VII. CONCLUSIONS SV 1a(die() =o,
This article provided a framework based on semi-Markov or y(® = RS,
processes enabling us to model cooperative ARQ protocols Zﬁle ]lG(cg‘f})]lG(cff;) =0,
with relay selection. Within this framework, we obtain the RS for y(® = RTx C(Z) - B
)y Lg .

protocol performance in terms of throughput and energy N : . . :
efficiency taking into account relay selection overhead an_dThe holding times are assigned with consideration of selec-
temporal correlation of fading channels. Three relay selectigﬂn overhead as following:

schemes applying different relay update policies were studied. 1+w fory® =y® = RTx,

The results obtained in a one-dimensional network with or 4@ = RTx,y® € {Tx,,RS},
Rayleigh fading show that there is a significant tradeofff{as = for 4@ — RS. v® — RTx
between relay selection overhead and throughput for reactive Y o A ’
and adaptive relay selection, which can devalue throughput 1 otherwise
gains achieved through selection diversity. In contrast, theEnergy rewards for cooperative ARQ protocol with adaptive
selection overhead for cooperative ARQ with a permanemay selection:
relay can be neglected, and its actual throughput can be higher
compared to reactive and adaptive schemes.

We also showed that time correlation of a radio channel

(36)

Etx + Erx (]IG(C(Z)) + ]IG(ng)))

S

has significant impact on the performance of cooperative ARQ for y(*) = Tx,,
protocols, particularly at low fading margins. The framework B + 1) Ery for y(® =R,
also introduces two channel correlation bounds: quasi-statig, , — ory@ =RS,y® = Tx,, (37)

channel and i.i.d. channel, which can be used to obtain

(a) N (a)
expected throughput boundaries in a simple way. B + Eix (ﬂG(Csd )+ 2n— Lalesr ))

Finally, we compared the expected energy consumption for y(@ = RTx,
per delivered message. If the energy needed for packet re- 0 for y(® = RS, y®) = RTx.
ception is taken into account, reactive selection performs
worst, since it requires all neighboring nodes to listen to ACKNOWLEDGMENTS

source transmissions. In contrast, a permanent relay require¥he authors would like to thank S. Toumpis, H. Adam,
only a single listening relay. Adaptive selection adapts its. Yanmaz, U. Schilcher, and K. Lienbacher.
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